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ABSTRACT
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Poverty Imputation in Contexts without 
Consumption Data: A Revisit with Further 
Refinements*

Household consumption data are often unavailable, not fully collected, or incomparable 

over time in poorer countries. Survey-to-survey imputation has been increasingly employed 

to address these data gaps for poverty measurement, but its effective use requires 

standardized protocols. We refine existing poverty imputation models using 14 multi-topic 

household surveys conducted over the past decade in Ethiopia, Malawi, Nigeria, Tanzania, 

and Vietnam. We find that adding household utility expenditures to a basic imputation 

model with household-level demographic and employment variables provides accurate 

estimates, which even fall within one standard error of the true poverty rates in many 

cases. Further adding geospatial variables improves accuracy, as does including additional 

community-level predictors (available from data in Vietnam) related to educational 

achievement, poverty, and asset wealth. Yet, within-country spatial heterogeneity exists, 

with certain models performing well for either urban areas or rural areas only. These results 

offer cost-saving inputs into future survey design.
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1. Introduction  

A key challenge with poverty measurement is the inadequacy of household consumption (or 

income) data, which underlie poverty estimates. Such data may simply be unavailable or may not 

be comparable from one survey round to the next. This data-scarce situation, regarding both data 

quantity and quality, occurs for various reasons ranging from lack of financial resources to local 

capacity constraints, or even difficulties with survey implementation because of conflicts.  

Indeed, Serajuddin et al. (2015) show that over the period 2002- 2011, of the 155 countries for 

which the World Bank monitors poverty data using the World Development Indicators (WDI) 

database, almost one-fifth (i.e., 28) have only one poverty data point and as many as 29 countries 

do not have any poverty data point in the same period. Worse still, poorer countries have fewer 

surveys: a 10-percent increase in a country’s household consumption level is associated with 

almost one-third (i.e., 0.3) more surveys (Dang, Jolliffe, and Carletto, 2019).1 Even for middle-

income countries with an established and long-running household consumption survey, such as 

India, concerns have been raised over varying degrees of incompatibilities of the poverty rates 

over the past two decades due to changes in the way the consumption data are collected (Deaton 

and Kozel, 2005; Dang and Lanjouw, 2018). 

Against this background, there have been more calls to use alternative methods to obtain 

poverty estimates in contexts with gaps in household consumption data (World Bank, 2017 and 

2021).2 Survey-to-survey imputation is an increasingly common method that development 

                                                           
1 Notably, data quality is considered as essential to basic government operations and international aid agencies working 
in African countries (see, e.g., Jerven (2019)). Devarajan (2013) offers an overview of the statistical challenges facing 
these countries. The ongoing Covid-19 pandemic could increase poverty and further exacerbate these data deprivations 
and digital divides for poor countries (Naude and Vinuesa, 2020). Most recently, the World Bank (2021) highlights 
the role of data for improving global living conditions. 
2 Imputation techniques are regularly used by international organizations and national statistical agencies to fill in 
missing data gaps such as education statistics (UOE, 2020) and income data (US Census Bureau, 2017). 
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practitioners have turned to. Building on the seminal technique that imputes from a household 

consumption survey into a census to generate poverty maps (Elbers et al., 2003), recent studies 

have imputed from a household consumption survey into another survey to provide poverty 

estimates.3 The basic intuition is that we can utilize an existing older consumption survey to build 

an imputation model using appropriate predictor variables. This imputation model is subsequently 

employed in combination with the same variables in a more recent survey that does not collect 

consumption data to provide poverty estimates for the more recent survey.  

Besides its relevance for obtaining updated, nationally representative poverty estimates, two 

other common applications of imputation are notable. One application is proxy means testing for 

social targeting programs. The other application is the evaluation of before-and-after impacts of 

small-scale projects on poverty outcomes (e.g., a food subsidy project). These programs need to 

identify households eligible for program assistance whose (predicted) consumption levels are 

below a specified threshold or to track household poverty status that is credibly attributed to the 

impacts of the project.4 Yet, these projects usually have neither the resources nor the capacity to 

implement a full-scale consumption survey. 

This paper makes several new contributions to the literature on survey-to-survey imputation of 

poverty estimates. First, we further refine various aspects of the poverty imputation models that 

have been employed in the existing literature. In particular, the paper explores the extent to which 

varying the scope and complexity of predictors could impact imputation accuracy. The resultant 

scenarios have relevance for survey design and costing. Specifically, we examine (i) the robustness 

                                                           
3 The poverty-mapping technique combines a household consumption survey and a non-consumption census, which 
allows us to provide poverty estimates at a more disaggregated level than available in the household survey. 
4 See, e.g., Brown et al. (2018) for a recent application of proxy-means testing and Garbero (2014) for a recent 
application of imputation for evaluating project impacts on poverty reduction. 
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of the same poverty predictors for different survey rounds over time, and whether we can improve 

imputation accuracy by ii) adding predictors that capture sub-components of household 

consumption and iii) adding predictors from auxiliary community or geospatial data sources. 

While we focus on imputation over time that tracks poverty trends, we also briefly discuss 

imputation within the same period of time that is relevant for project targeting. While previous 

studies have touched on some of these refinements, to our knowledge, this is the first study that 

attempts to provide a comprehensive and systematic examination of all of them. 

Second, in order to offer illustrations for a range of data-scarce contexts where imputation 

methods are most useful, we harmonize and rigorously analyze data from 14 recent rounds of 

multi-topic household surveys conducted over the past decade in Ethiopia, Malawi, Nigeria, 

Tanzania, and Vietnam. These five countries span two regions (i.e., Sub-Saharan Africa and 

Southeast Asia) and different income levels (i.e., low-income to lower-middle-income), thus 

exhibit more heterogeneity regarding income levels and population sizes vis-à-vis the contexts in 

previous studies. These heterogeneous settings help ensure that the estimation results, if confirmed 

across countries, can reliably inform recommendations for future survey-to-survey imputation 

efforts.  

Finally, based on the new findings and our review of key previous studies, we provide practical 

guidance on the variables that can be combined with existing consumption surveys to obtain 

reliable poverty estimates. These variables can be classified into two groups: those that are likely 

available in most household surveys (or auxiliary data sources) and those that can be relatively 

more easily collected (perhaps in a “lighter” and less expensive survey that does not collect full 

information on consumption). This new and practical focus helps make our study relevant for the 
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design of future surveys as part of survey-to-survey imputation approaches to poverty 

measurement.  

The headline findings are as follows. Starting with a basic imputation model that includes 

household demographic and employment characteristics, we find that augmenting this model with 

additional predictors that capture household utility consumption expenditures (including 

electricity, water, and garbage), or to some extent, household assets and dwelling attributes 

generally provides poverty estimates that are not statistically significantly different from the “true” 

poverty rates.5 These models tend to perform better than the other models, and the resulting 

imputed poverty rates even fall, in many cases, within one (sampling) standard error of the true 

poverty rates. Adding geospatial predictors, such as soil quality and distance-to-facilities (and 

nightlight in the case of Vietnam), by merging georeferenced household survey data with publicly 

available geospatial data sources, is found to further improve imputation accuracy. In particular, 

including utilities expenditures as an additional predictor in the basic imputation model results in 

an average imputation accuracy of 81 percent (or improving imputation accuracy by 75 percentage 

points) at the national level for all the countries. Further augmenting this model with satellite-

based soil quality measures may somewhat improve imputation accuracy. For within-year 

imputation, all the proposed imputation models work quite well. 

Yet, while these models generally work both at the national level and separately in urban and 

rural areas, we further document some spatial differences through cross-country meta-analysis. 

For urban areas, the best performing models are those that feature one food, health, education, or 

utilities expenditures as an additional predictor alongside predictors related to demographics, 

                                                           
5 We loosely refer to the poverty rates that are obtained based on actual survey data are “true” poverty rates. The 
poverty rates that are obtained based on imputation are the imputed (predicted) poverty rates.  
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employment, housing and household assets. For rural areas, the best performing models are those 

that bring in one of total non-food or utilities expenditures as an additional predictor.  

Moreover, the analysis of the additional survey and census data for Vietnam demonstrates that 

adding community-level measures of infrastructure, topography, poverty status, education 

achievement, and wealth can significantly improve estimation accuracy. Further adding 

continuous, or even dichotomous, measures of consumption of specific food groups as additional 

predictors may also improve imputation accuracy.  

This paper consists of six sections. We provide a brief review of the literature in the next 

section before discussing the analytical framework and data in Section 3. We subsequently present 

in Section 4 the main estimation results (Section 4.1), robustness checks (Section 4.2), and other 

extensions of analysis (Section 4.3). These include adding the geospatial variables (Section 4.3.1), 

more disaggregated food consumption items (Section 4.3.2), and additional variables from other 

auxiliary data sets such as a community survey or population census (Section 4.3.3). We further 

discuss a more specific application, within-year imputation, in Section 4.4 before offering meta-

analysis results on model selection and some practical thoughts for survey implementation in 

Section 5. We finally conclude in Section 6.  

 

2. Literature Review   

We briefly review the most relevant studies in this section. Elbers et al. (2003) provide a 

seminal study that introduces the poverty mapping method (i.e., survey-to-census imputation) to 

the economic literature that allows poverty estimates at lower administrative levels than are 

possible using the household survey alone. Employing Elbers et al. (2003)’s framework, various 

survey-to-survey imputation studies impute from one survey round to another, where these survey 
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rounds can be of either the same design (e.g., imputing from one older household survey round 

into another more recent household survey round) or of different types (e.g., imputing from one 

older household survey round into a more recent labor force survey round).  

We review in Table A.1, Appendix A some key studies in the past 20 years that offer validation 

of imputation-based poverty estimates against the survey-based poverty estimates using actual 

consumption data.6 Several findings stand out from this table. First, the imputation-based poverty 

estimates can closely track the survey-based estimates in a number of different countries covering 

different geographical regions. Second, in terms of data combination, studies impute from one 

round to another round of the same household consumption survey (Christiaensen et al., 2012; 

Mathiassen, 2013; Daniels and Minot, 2015) or to a different survey such as the Demographic and 

Health Survey (DHS) (Stifel and Christiaensen, 2007) or the Labor Force Survey (Douidich et al., 

2016).  

Third, regarding methodology, subsequent studies offer various refinements of certain features 

of the poverty mapping technique, such as imposing a parametric probit functional form on the 

error term (Tarozzi, 2007) or offering a different formula to estimate the standard errors 

(Mathiassen, 2009). Most recently, building on the Elbers et al. (2003) method, Dang, Lanjouw, 

and Serajuddin (2017) attempt to bring some further improvements to the survey-to-survey poverty 

imputation method, which include simpler variance formulas and formulas for standardization of 

variables from surveys with different sampling designs (e.g., imputing from a household 

consumption survey into a LFS). This method has been validated and applied to data from poor 

and middle-income countries in different regions ranging from India, Jordan, and Sub-Saharan 

                                                           
6 Kijima and Lanjouw (2003) offer an earlier imputation study that applies the Elbers et al. (2003) framework but 
without validation against actual consumption data. See Dang et al. (2019) and Dang and Lanjouw (forthcoming) for 
more detailed reviews on the poverty imputation literature. 
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African countries to Vietnam (Beegle et al., 2016; Dang et al., 2017; Cuesta and Ibarra, 2018; 

Dang and Lanjouw, 2018; Dang et al., 2019). Another recent application of this method is to 

provide poverty estimates for the Syrian refugees in Jordan (Dang and Verme, 2022) or the various 

refugee populations in Chad (Beltramo et al., 2021).7 

Finally, regarding variable selection for imputation models, the variables that are found to work 

well typically include household assets and housing characteristics, with some inconclusive 

evidence regarding predictors that capture sub-components of household consumption 

(Christiaensen et al., 2012; Dang et al., 2019).8 Using a food demand conceptual framework based 

on the Engel curve, Christiaensen, Ligon, and Sohnesen (2022) make a theoretical suggestion that 

using consumption sub-aggregates for poverty imputation only works under certain stringent 

conditions (i.e.,  these items follow linear Engel curves given prevailing prices and the effect of 

price changes is small). As such, the key challenge is whether, and how we can identify such 

variables in practice. It is useful to note that selecting variables for the imputation model can also 

be more broadly related to survey design. Analyzing a randomized survey experiment in Malawi, 

Kilic and Sohnesen (2019) document that applying the same poverty imputation model to 

questionnaires of varying lengths could result in 3 to 7 percentage points differences in the 

predicted poverty rates.   

                                                           
7 The economic poverty imputation literature is also related to a larger literature on missing data (or multiple 
imputation (MI)) in statistics (see, e.g., Rubin, 1987; Carpenter and Kenward, 2013). Certain differences, however, 
exist between the two literatures; one is that MI studies tend to employ Bayesian techniques for their estimation, which 
are more complex and require (far) more computation time for drawing from posterior distributions. Another 
difference is that economists appear to use economic theory alongside statistical theory for model selection, even 
though there is little formal discussion of this process in existing studies. Recent studies that apply MI techniques to 
economic issues include Jenkins et al. (2011) and Douidich et al. (2016). Yoshida et al. (2015) propose to apply MI 
techniques on a reduced set of variables (the SWIFT method) to predict poverty, but there have been no published 
validation studies of this method (see Dang et al. (2019) for further discussion on the SWIFT method). A related 
application of imputation methods is the construction of synthetic panels, which allow richer analysis of poverty 
dynamics (Dang et al., 2014). We return to robustness checks using the MI method in Section 4.2. 
8 This result is consistent with the concept of a wealth index that is constructed from household assets and housing 
characteristics to proxy for household wealth levels (Filmer and Pritchett, 2001). 
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Compared to the existing literature, our paper offers rigorous validation using multi-topic 

household survey data from more countries and survey rounds and that are integrated with 

ancillary census and geospatial data. For example, most studies focus on validation using data from 

one single country or at most two countries (with up to seven survey rounds), while we analyze 

data from five countries (with 14 survey rounds). Our comparative assessment leverages a greater 

scope of potential predictors (including consumption sub-aggregate items) vis-à-vis the existing 

literature, with a focus on providing practical guidance for future survey design. Furthermore, we 

provide new meta-analysis that can practically guide model selection in other contexts. 

 

3. Analytical Framework 

3.1. Imputation Model 

A household maximizes utility subject to an income budget constraint that includes choice 

variables such as quantities of goods, durables, and leisure (or labor supply) (Deaton and 

Muellbauer, 1980). These in turn are determined by different factors, such as household tastes. 

This results in the common practice that total household consumption is constructed as an 

aggregate of consumption of different items such as food, non-food (including clothing, education, 

and/or health expenses), durable goods, and housing (Deaton and Zaidi, 2002). It follows that a 

model of (log) household consumption per capita (𝑦𝑗) is typically estimated using the following 

reduced-form linear model for survey j, for j= 1, 2, 

𝑦𝑗 = 𝛽𝑗′𝑥𝑗 + 𝜇𝑗      (1) 

where 𝑥𝑗 can include household variables such as the household head’s age, sex, education, 

occupation, ethnicity, religion, language—which can represent household tastes.9 𝑥𝑗 can also 

                                                           
9 More generally, j can be larger than 2 and can indicate any type of relevant surveys that collect household data 
sufficiently relevant for imputation purposes such as labor force surveys or demographic and health surveys. To make 
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include household assets or incomes, and 𝜇𝑖𝑗 is the error term (see, e.g., Elbers et al., 2003; 

Ravallion, 2016).  

We employ Dang et al.’s (2017) method as the imputation tool in this paper, which we briefly 

describe next. For better accuracy, the error term 𝜇𝑗  is further broken down into two components, 

a cluster random effects (𝜐𝑐𝑗) and an idiosyncratic error term (𝜀𝑗). Conditional on the 𝑥𝑗 

characteristics, the cluster random effects and the error term are assumed uncorrelated with each 

other and to follow a normal distribution such that 𝜐𝑐𝑗|𝑥𝑗~𝑁(0, 𝜎𝜐𝑗
2 ) and 𝜀𝑗|𝑥𝑗~𝑁(0, 𝜎𝜀𝑗

2 ). Equation 

(1) thus provides a standard linear model that can be estimated using most available statistical 

packages. The consumption data exist in the base survey (i.e., j= 1, or survey 1) but are not 

available in the other survey(s). Our objective is to impute the missing (or low-quality) 

consumption data, which can be subsequently employed to obtain poverty estimates in the target 

survey (or survey 2), given that these data are available in this base survey alone.  

Assume that the sampled data in survey 1 and survey 2 are representative of the same 

population in each respective time period, such that estimates based on the same characteristics 𝑥𝑗 

in these two surveys are consistent and comparable (Assumption 1). In other words, this 

assumption implies that, for two contemporaneous (i.e., implemented in the same time period) 

surveys, measurements of the same characteristics 𝑥𝑗 are identical (except for potential sampling 

errors) since they offer measures of the same population values; for two non-contemporaneous 

surveys, these estimates from the two surveys are consistent and comparable over time. While it 

is difficult, if not possible, to formally test for Assumption 1, prior (expert) knowledge about the 

                                                           
the notation less cluttered, we do not show the subscript for households in the equations. It is also standard practice 
with household survey analysis to transform the consumption variable to logarithmic scale to help improve the model 
fit. 
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quality of the survey data can provide supportive evidence for its validation. For example, survey 

rounds of the same design (e.g., different rounds of a household consumption survey) are more 

likely to satisfy Assumption 1 than those of different designs (e.g., a household consumption 

survey round and a labor force survey round). Assumption 1 should not be taken for granted since 

these survey inconsistencies (even between different rounds of the same survey) are well 

documented in studies using data from both poorer and richer countries.10 Clear violation of 

Assumption 1 rules out the straightforward application of survey-to-survey imputation technique 

and may require further data checks to gauge the degree of violation of this assumption.  

Further assume that given the estimated consumption parameters from survey 1, the changes 

in the distributions of the explanatory variables 𝑥𝑗 between the two periods can capture the change 

in the poverty rate in the next period (Assumption 2). Given Assumptions 1 and 2, to obtain the 

imputed consumption for survey 2 we can replace 𝑥1 with 𝑥2 in Equation (1):  

𝑦2
1 = 𝛽1′𝑥2 + 𝜐𝑐1 + 𝜀1     (2) 

Put differently, Equation (2) applies the model parameter 𝛽1 and the distributions of the error terms 

𝜐𝑐1 and 𝜀1 from the base survey to the 𝑥2 characteristics in the target survey to obtain estimates of 

household consumption 𝑦2
1 in the target survey (with the superscript indicating that the household 

consumption variable is predicted using the model parameters from the base survey). 

Since the estimated parameters are obtained using a different survey from the target survey, 

we can use simulation to estimate Equation (2) (for a single draw) as follows:  

�̂�2,𝑠
1 = �̂̃�1,𝑠

′ 𝑥2 + �̃�𝑐1,𝑠 + 𝜀̂̃1,𝑠     (3) 

                                                           
10 Survey design issues that compromise the comparability of poverty estimates are found in various countries. These 
issues can range from changes in the number of consumption items in the questionnaire in India and Vietnam (World 
Bank, 2012; Dang and Lanjouw, 2018) to data collection methods in China and Tanzania (Gibson, Huang, and Rozelle, 
2003; Beegle et al., 2012). See also Angrist and Krueger (1999) for a related review of comparability and other data 
issues with a focus on labor force surveys in the U.S.  
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In Equation (3), �̃̂�1,𝑠
′

, �̃̂�𝑐1,𝑠, and �̃̂�1,𝑠 represent the sth random draw (simulation) from their estimated 

distributions using the base survey, for s= 1,…, S. The poverty rate in the target survey and its 

variance can then be estimated as 

 �̂�2 = 1
𝑆

∑𝑆
𝑠=1 𝑃(�̂�2,𝑠

1 ≤ 𝑧1)     (4) 

 𝑉(�̂�2) = 1
𝑆

∑𝑆
𝑠=1 𝑉(�̂�2,𝑠|𝑥2) + 𝑉(1

𝑆
∑𝑆

𝑠=1 �̂�2,𝑠|𝑥2)  (5)  

where �̂�2,𝑠 in Equation (5) is similarly defined as follows �̂�2,𝑠 = 𝑃(�̂�2,𝑠
1 ≤ 𝑧1).  

We consider three extensions where we examine whether adding to each of the basic two 

models some other variables can help improve imputation accuracy. These include variables such 

as i) geospatial variables, ii) more disaggregated (either dichotomous or continuous) measures of 

consumption of specific food groups or utilities consumption, or iii) variables from the community 

survey or population census on the community infrastructure or characteristics.  

In particular, standard economic theory suggests a strong linkage between household income 

levels and their food consumption, especially for poorer households (Deaton and Muellbauer, 

1980; Deaton, 1997). Recent studies also point to a strong and positive relationship between 

household income and energy consumption in various developing countries, including Mexico, 

Tanzania, and Vietnam (Gertler et al., 2016; Choumert-Nkolo et al., 2019; Maruejols et al., 2022). 

Using a willingness-to-pay (WTP) approach, Sievert and Steinbuks (2020) also find that 

households in other low-income Sub-Saharan Africa (Burkina Faso, Senegal, and Rwanda) are 

willing to dedicate more than ten percent of their monthly expenditures to paying for electricity, 

and household WTP increases with household income. Similarly, geospatial variables and 

variables on the community infrastructure can help proxy for the living standards in the 

community. For example, nightlight data have been used to produce poverty maps for African 
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countries (Jean et al., 2016) and soil quality is strongly associated with higher agricultural outputs 

that can raise household living standards (Tittonell and Giller, 2013; West et al., 2014).11 

It is useful to note that, different from the traditional econometric model that focuses on 

estimating the impacts of 𝑥𝑗 on 𝑦𝑗 (i.e., estimating the 𝛽’s), our focus is on predicting (imputing) 

𝑦𝑗 conditional on 𝑥𝑗. In this regard, worries about endogeneity of 𝑥𝑗 pose far less important, if any, 

concerns in our context. Consequently, the more detailed information on the various components 

of the total consumption aggregate 𝑦𝑗 that we can add to the imputation model, the more likely the 

imputation results perform better. 

To help provide relevant inputs for future survey design, we organize the estimation results 

centered on two principles. The first principle is that the variables in the imputation model are 

likely available in a standard household consumption survey (or other auxiliary data sets such as a 

LFS or geospatial data). The second principle is ease of data collection, such that these variables 

are collectible in most data-scarce contexts. Combined together, these two principles ensure that 

our estimation results are operational; that is, we can provide imputation-based poverty estimates 

with the most parsimonious imputation model possible, or the best imputation model in terms of 

ease of data collection.12  

Regarding data availability (the first principle) and ease of data collection (the second 

principle), while geospatial variables have become increasingly more available, the latter two types 

of variables are often not readily available in most contexts. The continuous measures of 

                                                           
11 This different focus is consistent with the MI statistics literature where even variables on survey design can also be 
included in the imputation model if these can help improve the model fit (Rubin, 1987; Carpenter and Kenward, 2013). 
12 Following these principles also implies that certain variables that may help improve imputation accuracy but are 
difficult to collect data on (such as food consumption with the appropriate deflators to make it comparable with 
previous surveys) are not recommended for a good and cost-effective imputation model. We discuss this further in 
Sections 4 and 5.  
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consumption of specific food groups also require deflators to make these items consistent and 

comparable over time, similar to the need for deflators in order to use other consumption sub-

aggregates as poverty predictors. Similarly, data from the population census are not always 

accessible. On the other hand, collecting data on dichotomous (dummy variables) indicating 

household consumption of certain food is a much simpler task. Furthermore, data on utilities 

expenditures could be collected more easily as technology develops (e.g., where households could 

show electronic versions of their utilities expenditures). As such, we examine these variables in a 

rough order of data availability in a typical survey context. We further discuss these variables in 

Section 4.2. 

While we focus in this paper on examining the robustness of the same poverty predictors for 

different survey rounds over time (i.e., across-year imputation), we also consider their performance 

within the same time period (i.e., within-year imputation). Across-year imputation is typically 

employed to provide more updated poverty estimates, while within-year imputation is often used 

in contexts of proxy-means testing or evaluating project impacts on poverty reduction.13  

  

3.2. Data 

We analyze multi-topic household survey data from a total of 14 survey rounds from five 

different countries: Ethiopia (1), Malawi (4), Nigeria (2), Tanzania (3), and Vietnam (4), with the 

number of survey rounds for each country being noted in parenthesis. In the four Sub-Saharan 

African countries (Ethiopia, Malawi, Nigeria, and Tanzania), the data originate from the 

nationally-representative, multi-topic household surveys that have been implemented by the 

                                                           
13 The assumptions for these two types of imputations are also quite different. While across-year imputation requires 
Assumption 2 as discussed above, within-year imputation requires the assumption that the national model also applies 
to the specific region under investigation. Dang and Lanjouw (forthcoming) offer further classification of imputation 
methods. 
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respective national statistical office with support from the World Bank Living Standards 

Measurement Study – Integrated Surveys on Agriculture (LSMS-ISA) initiative. Being similar to 

the LSMS-type surveys supported by the World Bank, the surveys from Vietnam are implemented 

biennially by the country’s General Statistical Office (GSO) with technical support from the World 

Bank. These surveys are generally regarded as being of high quality and are regularly employed 

by the national governments, international organizations, and academic researchers to provide 

estimates on household welfare.14  

The data sets include: 

i. the Ethiopia Socioeconomic Survey (ESS), 2018/19 round 

ii. the Malawi Integrated Household Survey (IHS), 2010/11 and 2016/17 rounds 

iii. the Malawi Integrated Household Panel Survey (IHPS), 2010 and 2013 rounds 

iv. the Nigeria General Household Survey (GHS)–Panel, 2010/11 and 2012/13 rounds, and  

v. the Tanzania National Panel Survey (TZNPS) 2008/09, 2010/11, and 2012/13 rounds. 

vi. the Vietnam Household Living Standards Survey (VHLSS) 2010, 2012, 2014, and 

2016 rounds. 

The sample sizes hover around 3,000 to 5,000 households for the LSMS-ISA surveys, except for 

the ESS 2018/19, which surveyed nearly 7,000 households, and the Malawi IHS3 and IHS4, which 

surveyed over 12,000 households. The sample size for each VHLSS round is around 9,300 

households. 

We prepare and add several geospatial variables for the five countries, including the distances 

from the commune center to various important locations (e.g., the nearest major road and the 

                                                           
14 For example, Baulch (2011) considers the VHLSSs as having high quality data and heavily use these surveys for 
poverty analysis. Other researchers analyze the LSMS-ISA surveys for various topics such as agricultural input uses 
(Sheahan and Barrett, 2017) or temperature shocks and household consumption (Letta, Montalbano, and Tol, 2018). 
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nearest international land border crossing), nightlight intensity, and agricultural soil quality. These 

data are obtained from various sources including FAO and are provided together with the LSMS-

ISA public use data sets, except for Vietnam where we process these data separately.15  

For Vietnam, we further add several variables that are collected through the VHLSS 

community questionnaire and that capture community accessibility and infrastructure, including 

distance variables to the nearest facilities and a major city, and whether the communes are 

classified as being poor or remote. Since community questionnaires are often part of the 

instruments used by LSMS-type surveys, the main advantage of employing these commune 

characteristics is that they can be more readily available to use (compared to predictors that are 

derived from third-party geospatial data sources that the georeferenced household survey data 

would need to be linked to). We also add several variables from Vietnam’s 2009 Population and 

Housing Census on education achievement, ethnicity, and household wealth, which are aggregated 

at the commune level from the micro census data. 

The survey rounds listed above share the same sampling frame for each country and are 

generally regarded as comparable over time by most data users. The consumption data are deflated 

in the base survey year’s prices and are comparable across survey rounds for each country. This 

satisfies Assumption 1 that the sampled data in round 1 and round 2 are representative of the same 

population in each period. As LSMS-type surveys, these surveys are also comparable across 

countries. We provide both across-year and within-year imputation results for all the countries, 

except for Ethiopia, where we can only analyze one survey round and test within-year imputation. 

The objective is to produce the imputation-based poverty estimates as if we did not have 

                                                           
15 See, e.g., Tanzania’s National Bureau of Statistics (2011) for more discussion on the geospatial variables in the 
context of this country. For Vietnam, we collect and process data from various public data sources including 
Harmonized World Soil Database, Open Street Map, and NOAA Climate Data. 
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consumption data and then evaluate these imputation-based poverty estimates against the poverty 

estimates based on the actual survey data (i.e., the “true” poverty rates). 

   

4. Estimation Results 

4.1. Main Results 

To examine the sensitivity of imputation accuracy to various predictor variables, we build the 

estimation models on a cumulative basis, with the later models sequentially adding more variables 

to the basic models (Model 1 or Model 2). On the whole, we employ nine core imputation models 

across five countries.16 Model 1 is the most parsimonious (or basic) model and consists of 

household size, household heads’ age and gender, household heads’ highest completed levels of 

schooling, a dummy variable indicating whether the head belongs to the ethnic majority group, the 

shares of household members in the age ranges 0-14, 15-24, 25-59 and 60 and older, a dummy 

variable indicating whether the head worked in the past 12 months, and a dummy variable 

indicating urban residence. Model 2 adds household asset variables and house (dwelling) 

characteristics to Model 1. Household assets include variables indicating whether the household 

has a car, motorbike, bicycle, desk phone, mobile phone, DVD player, television set, computer, 

refrigerator, air conditioner, washing machine, or electric fan. House characteristics include the 

construction materials for the house’s roof and wall and the type of water and toilet the household 

has access.17 Models 1 and 2 include standard variables available in most LSMS-type surveys and 

other types of micro surveys as well. 

                                                           
16 For misspecified regressions, adding more variables may result in larger inconsistency (Snijders and Bosker, 1994; 
De Luca, Magnus, and Peracchi, 2018). On the other hand, dropping some variables from the core Model 1 such as 
employment generally, but not substantially, decreases the imputation accuracy (see Appendix E in Dang et al. 
(2021)). As such, it is useful to examine imputation accuracy for different models. 
17 For Vietnam, house wall material is assigned numerical values using the following categories: 6 "cement", 5 "brick", 
4 "iron/wood", 3 "earth/straw", 2 "bamboo/board", and 1 "others". The types of toilet are assigned numerical values 
using the following categories: 6 "septic", 5 "suilabh", 4 "double septic", 3 "fish bridge", 2 "others", and 1 "none". 
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Model 3 adds total food expenditures to Model 2, and Model 4 adds total non-food 

expenditures to Model 2. Models 5 to 8 add to Model 2, respectively, durables expenditures, health 

expenditures, education expenditures, and utilities expenditures (such as on electricity, water, and 

garbage). All these expenditures are on a per capita (or per adult equivalent) basis and are 

converted to logarithmic form. Finally, Model 9 adds utilities expenditures to Model 1. The list of 

the specific predictors used in each country is provided in Appendix A, Table A.2. For comparison 

purposes and robustness checks, we use two estimation methods with different assumptions about 

the error terms. Method 1 uses the normal linear regression model (assuming the theoretical 

distribution of the error terms follows a normal distribution), and Method 2 uses the empirical 

distribution of the error terms. Both methods include the random effects at the primary sampling 

unit for each country. 

Table 1 provides the estimation results for the predicted poverty rates for 2016 for Vietnam 

using the 2014 VHLSS as the base survey round. (The full regression results for Equation (1) are 

shown in Appendix B, Table B.1). The estimation results show that Models 1 to 8 provide 

inaccurate poverty estimates that are different from the “true poverty rate” of 9.6 percent for 

2016.18 The only exception is Model 5, Method 2, with its poverty rate falling within the 95 percent 

CI (confidence intervals) of the true poverty rate.  However, the poverty estimates using Model 9, 

which controls for utilities consumption, are statistically insignificantly different from the true 

poverty rate for both estimation methods. Furthermore, our predicted poverty rates are 9.6 percent 

and 9.1 percent, respectively for Method 1 and Method 2, and stay within one standard error of the 

true poverty rate. 

                                                           
18 For presentation purposes, we refer to the poverty rate that is estimated using the actual household consumption 
data as the “true poverty rate”. We further show this rate with the estimated standard error in all the results. 
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To examine the robustness of the same poverty predictors for different survey rounds over 

time, we provide estimation results using the preceding survey round as the base survey and 

subsequently impute into the next survey round for all four rounds of the VHLSS. That is, we build 

the imputation model using the 2010 round and impute into 2012, and using the 2012 round to 

impute into 2104. The estimation results are provided in Appendix B, Tables B.9 and B.10 for 

2012 and 2014, respectively.  

Several results stand out from these two tables. First, controlling for utilities consumption 

(Model 9) provides estimates that are within one standard error of the true poverty rate for 2010-

2012 and within the 95 percent CI for 2012-2014, except for the imputation result from 2012 to 

2014 using the empirical distribution of the error terms (Table B.10, row 2). Yet, in this case, the 

difference with the true poverty rate is not very large at one percentage point, which is roughly 8 

percent of the true poverty rate (=1/13.2). These results concur with our earlier discussion on the 

strong and positive relationship between household income and energy consumption (Section 3.1). 

Second, adding the household asset variables and the house characteristics to Model 1 (Model 2) 

offers estimates that are within the 95 percent CI or within one standard error of the true poverty 

rate for both years. While we do not have the same result for 2016, this result is consistent with 

the finding in previous studies that these variables have an important role in prediction accuracy 

(as discussed in Section 2).19 Third, the model that includes both utilities consumption and the 

household asset and house characteristics variables (Model 8) performs well for the imputation 

from 2010 to 2012. Yet, this model does not appear to clearly improve on either Model 2 or Model 

9.  

                                                           
19 In addition, Model 2 performs better than some other models with more variables. This is also consistent with our 
discussion earlier that adding more variables to misspecified regressions may result in less imputation accuracy. 
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Finally, some models that control for certain consumption sub-aggregates appear to do well 

for (one of) these two years but not for 2016. Specifically, controlling for food expenditures 

(Model 3) provides estimates that are within one standard error of the true poverty rate for 2014. 

Controlling for health expenditures (Model 6) offers estimates that mostly fall within the 95 

percent CI of the true poverty rate. The reason is likely due to the fact that food expenditures often 

form a key component of household expenditures, particularly for poorer countries; health 

expenditures, on the other hand, do not typically make up a large share of household expenditures 

but can represent important expenses. 

Notably, while a high value of R2 generally indicates a good model fit for the underlying 

regression (for Equation (1)), it does not automatically indicate that the poverty imputation model 

calibrated with the base survey data can provide accurate predictions once it is applied to the target 

survey data. For example, the R2 for Model 9 ranges between 0.44 and 0.59, which is much less 

than the corresponding R2 value of roughly 0.90 for Model 3 for the four countries (Tables 1 to 4). 

Yet, regarding imputation accuracy, Model 9 performs better than Model 3 (and most other models 

with a higher R2 value). This result similarly holds for the coefficient of correlation 𝜌(𝑦, �̂�) between 

the actual and predicted consumption variables, which is a statistic commonly used to measure 

how well the predicted variable approximates the actual variable (Pituch and Stevens, 2016). We 

return to more discussion on the estimated model parameters in Section 5.  

We turn next to the estimates using similar models for other countries, shown respectively in 

Tables 2, 3, and 4 for Malawi, Nigeria, and Tanzania. (Since we only have data for one survey 

round for Ethiopia, we are unable to provide similar estimates for this country.) Notably, Model 2 

(controlling for the household asset variables and the house characteristics) works well for Malawi 

and Nigeria but not Tanzania. Model 9 (controlling for utilities expenditures) generally performs 
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well for all three countries. On the other hand, Model 8 that controls for both the household asset 

variables and the house characteristics and utilities expenditure works for Nigeria and Tanzania 

but not Malawi. 

Similar to Vietnam, the imputation models that control for consumption sub-aggregates do not 

show a consistent pattern. In particular, controlling for food and health expenditures (Model 3 and 

Model 6) works for Malawi and Nigeria (Tables 2 and 3), which are similar to the results for the 

years 2012 and 2014 for Vietnam (Tables B.9 and B.10). On the other hand, controlling for non-

food expenditures (Model 4) works for Malawi and Tanzania (Tables 2 and 4). We return to more 

discussion on the meta-analysis of model performance, including for urban and rural areas, in 

Section 5. 

 

4.2. Robustness Checks 

As an alternative to our imputation method, we employ the multiple imputations (MI) method. 

We use two MI techniques that are most similar to our imputation method: the linear regression 

method and the predicted mean matching (using five nearest neighbors). The estimations results, 

shown in Appendix B, Tables B.15 to B.18, are less accurate than those in Tables 1 to 4. In 

particular, Model 9 using the MI method only works for two countries, Vietnam (during 2014/16) 

and Nigeria (from 2010/11 to 2012/13). In contrast, Model 9 works for all four countries, as 

discussed with Tables 1 to 4. Furthermore, no imputation models using the MI method work for 

Malawi and Tanzania, while eight and three imputation models using our proposed method work 

respectively for Malawi (Table 2) and Tanzania (Table 4).20 

                                                           
20 The MI method’s inconsistent performance for poverty estimates is consistent with the findings in earlier studies 
(e.g., Dang et al. (2017)). This further highlight the needs for careful validation with methods that heavily rely on MI 
such as the SWIFT method (Yoshida et al., 2015).  



 

 

21 
 

To address another concern that our estimates could potentially be biased since the surveys 

have some panel component, we randomly split each survey round into two equal halves and 

subsequently impute from one random half (in the base survey) into another random half (in the 

target survey). For a concrete example, we split the 2014 VHLSS into two random halves named 

Sample A and Sample B and the 2016 VHLSS into two random halves named Sample C and 

Sample D. We subsequently impute from Sample A in the 2014 VHLSS into Sample D in the 2016 

VHLSS and validate the estimated poverty against those based on the actual consumption data in 

Sample D 2016. The estimation results, shown in Appendix B, Tables B.19 to B.22, remain very 

similar to—if not somewhat better than—those in Tables 1 and 4.21 

 

4.3. Further Extensions with Complementary Predictors 

Our estimation results so far suggest that controlling for household assets and house 

characteristics (Model 2) or controlling for utilities expenditures (Model 9) provides better poverty 

estimates than the other models. We next consider three extensions where we examine adding to 

each of these two models geospatial variables, more disaggregated (either dichotomous or 

continuous) measures of consumption of specific food groups, or variables from the community 

survey or population census.  

 

4.3.1. Adding Geospatial Variables 

Figure 1 provides the poverty estimates in 2016 for Vietnam when we further add to Model 2 

or Model 9 the distances from the commune center to various important locations (such as 

                                                           
21 Two models and almost all the nine models work for Vietnam and Tanzania respectively in Tables B.19 and B.22, 
compared with one model and three models work for Vietnam and Tanzania respectively in Tables 1 and 4. In addition, 
the results for Nigeria in Table B.21 have more statistical significance than those in Table 3. 
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distances to the nearest major road, the nearest population center with 50,000 or more people, the 

nearest major port, the nearest international land border crossing, the provincial capital, and the 

land-based travel time to the nearest densely-populated area), nightlight intensity, and agricultural 

soil quality. The estimation results show that while adding these variables to Model 2 leads to 

worse estimates that fall outside the 95 CI of the true poverty rate, doing so with Model 9 yields 

the opposite results. All the poverty estimates where we separately add these geospatial variables 

are still within one standard error of the true poverty rate of 9.6 percent. 

The results for the other countries are somewhat similar to those for Vietnam, except that we 

do not have nightlight intensity for these countries. Adding agricultural soil quality as a control 

variable to Model 9 works for the other three countries, Malawi, Nigeria, and Tanzania, with the 

poverty estimates falling inside the 95 CI of the true poverty rate. Adding the same variables to 

Model 2 works for Malawi only in the case of agricultural soil quality but works quite well for 

Nigeria, with both the poverty estimates lying within one standard error of the true poverty rate.22 

The full regression results underlying Figure 1 are provided in Appendix B, Tables B.5- B.8. 

 

4.3.2. Adding More Disaggregated Food Consumption Items 

We turn next to examining models that add more disaggregated food consumption items to the 

imputation model with household assets (Table 1, Model 2) using the Vietnam data sets. As 

discussed above, we deflate these consumption items to the same prices across the 2012-14 rounds 

of the VHLSSs before including them in the imputation models. We sequentially add to the 

imputation model each of eight sub-categories of food consumption: rice (the Vietnamese staple 

food), meat, seafood, vegetable and fruit, lard and cooking oil, milk products, drinks, and food 

                                                           
22 While Figure 1 shows that the 95% CIs of some estimates overlap with those of the true poverty rates, we use the 
more rigorous criterion of whether the point poverty estimates fall inside the 95% CIs of the true poverty rates. 
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away from home. These food items are popular in the country’s diet and range from 3 percent 

(drinks) to more than 30 percent (food away from home) of total household food consumption. 

The estimation results, shown in Table 5, perform quite well. Except for the model adding milk 

products (Model F6, row 2) that fall inside the 95% CI, all the estimates for the other models are 

within one standard error of the true poverty rate of 13.2 percent for 2014. 

In the case of Model 9, one of the leading imputation model alternatives based on the 

aforementioned findings, adding more disaggregated food consumption items to the imputation 

does not improve prediction performance over and above the core Model 9 model and can, in fact, 

result in lower levels of accuracy (Appendix B, Table B.11). For instance, the model that includes 

milk products provides estimates that are both statistically different from the true poverty rate 

(Model F6). The remaining models, however, offer estimates that fall within the 95 CI of the true 

poverty rate. In fact, two-thirds (i.e., 9 out of 15) of the estimates are still within one standard error 

of the true poverty rate.23 

 

4.3.3. Adding Variables from Other Data Sets 

We turn next to the VHLSSs in 2012 and 2014, where we add several community variables 

such as the distances from the commune center to the nearest facilities, a major city, and whether 

the communes are classified as being poor or remote.24 The estimation results, shown in Table 6, 

                                                           
23 Table B.12 shows the results from the models that are estimated with the 2012-2014 rounds of the VHLSS and that 
instead complement the specification of Model 9 with dichotomous, easier-to-collect, measures of consumption of 
specific food groups. In particular, these dichotomous food consumption measures do not require the use of 
consumption deflators as with the continuous measures. The models for Vietnam perform well and all the estimates 
fall within one standard error of the true poverty rates. However, these models do not show a consistent pattern across 
countries. The poverty estimates work reasonably well for Malawi in 2013, but fall outside the 95 CIs of the true 
poverty rate for Vietnam in 2016, Malawi in 2016/17, and Tanzania in 2010/11 and 2012/13 (see Appendix D in Dang 
et al. (2021)). 
24 These community variables are available for rural areas only, which results in a higher poverty rate and a smaller 
number of observations for this table compared to Table B.12. 
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suggest that simply adding these variables to the most parsimonious model (that controls for 

demographics and employment) does not result in good poverty estimates (Model C1). However, 

adding these variables to either the imputation models that control for household assets and house 

characteristics or for utilities expenditures works well and provides poverty estimates of 

approximately 18.0 percent. This figure is very close to and lies within one standard error of the 

true poverty rate of 18.1 percent for rural Vietnam in 2014. (Model C2 and Model C3).  

Table 6 further adds the commune-level characteristics to the imputation model, which are 

generated using the 2009 Population and Housing Census. These variables include the share of the 

population with college/ university education, the share of the population that belongs to ethnic 

majority groups, the average household's asset index and living areas, and the share of houses with 

high quality cooking fuel sources, drinking water sources, and toilet facilities. Adding these 

variables does not change the results with the imputation using the house assets (Model CS2), 

since the estimates are already within one standard error of the true poverty rate (Appendix B, 

Table B.10, Model 2). But doing this significantly improves the prediction accuracy for the 

imputation model using the utilities expenditures. Specifically, the estimate using the empirical 

distribution of the error terms turns from lying outside the 95% CI (Appendix B, Table B.10, 

Model 8, row 2) to falling within one standard error of the true poverty rate.  

 

4.4. Within-Year Imputation 

For the within-year imputation, we divide the estimation sample into two random halves for 

each country.25 We subsequently use one random half as the base survey and impute from this base 

                                                           
25 We pretend that each household survey offers the universe of households for each country and implement the 
random sampling method on the sampled households to obtain the random halves. The poverty rates using the actual 
consumption data for these random halves are thus not identical, but are very close, to those using all the sampled 
households. 
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survey into the other random half, which serves as the target survey. The estimation results suggest 

that the within-year imputation works well for most models for every country. Summarizing the 

results for Vietnam, Ethiopia, Malawi, Nigeria, and Tanzania (fully shown in Appendix B, Tables 

B.23 to B.27), Figure 2 indicates that the estimates mostly fall within the 95% CIs of the true 

poverty rates.26 The estimates are less accurate for Ethiopia and Vietnam, with four and eight out 

of 18 estimates respectively falling outside the 95% CIs of the true poverty rates.  On the other 

hand, the estimates for the other countries all fall within the 95% CIs, and many within one 

standard error of the true poverty rates.   

These results have several practical implications for survey implementation for poverty 

imputation. First, in contexts where there is only a single base survey at hand, it could be tempting 

to carry out a similar within-survey imputation exercise and decide on the best performing model 

to be used for across-year imputation. But we would strongly advise against this approach. The 

reason is that while all the tested models appear to be achieving comparable within-year imputation 

performance, only a subset of the models can fulfill across-year imputation needs and provide 

poverty estimates that are not statistically significantly different from the true poverty rates.  

Second, on the other hand, these results provide further supportive evidence for those in earlier 

studies (see, e.g., Dang and Verme (2022) in the context for refugees) that within-year imputation 

may potentially offer a promising direction to obtain poverty estimates at lower costs for various 

situations. For example, data may not be collected for a location due to reasons beyond one’s 

control such as inaccessible roads or unexpected natural calamities (i.e., flood, storms or 

landslides), or conflict and violence. Or it can simply be that prohibitively expensive survey costs 

                                                           
26 Figure 2 shows estimates that are obtained using the normal linear regression models. The estimates that are obtained 
using the empirical distribution of the error terms are similar (Appendix B, Figure B.1). 
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can prevent data collection at a specific location. In these cases, if the welfare variable exists for 

another geographical location that is comparable to the location without these data, we can employ 

our proposed technique to provide imputation-based poverty estimates for the latter location. 

 

5. Further Meta-Analysis on Model Selection  

Given the various across-year imputation model variants that we tested for different countries 

and years, it is useful to summarize the results through a meta-analysis. Figure 3 plots for 26 

different models the imputation accuracy, which is defined as the share of the estimates that is not 

statistically significantly different from the true poverty rate for a model. The measure is computed 

across all instances of a given model’s estimation with a unique pair of a base survey and a target 

survey in a given country. These models include the core Models 1 to 9 (shown in Tables 1 to 4) 

and the six models with geo-spatial variables. For more comparison, we further added:  

i) three models that are variants of Model 2: demographics variables only, demographics 

variables and assets, and demographics variables and housing characteristics, and  

ii) eight model variants that add to Model 2 a dummy variable indicating household 

consumption of, respectively, the staple food (rice or maize), meat, seafood, vegetable 

and fruit, lard and cooking oil, milk products, drinks, and food away from home. 

Figure 3 suggests that for the first nine models,27 Model 9 performs better than average with 

an imputation accuracy of 81.3 percent, to be followed by Model 3 (77.1 percent) and Model 8 

(56.3 percent). Adding agricultural soil quality to Model 9 raises the imputation accuracy to 83.3 

percent. Incorporating into Model 2 the dichotomous variables that capture consumption of food 

groups does not seem to help much, except that it raises the imputation accuracy above the average 

                                                           
27 We exclude the results with the nightlight variables because these are only available for Vietnam.  
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model performance, to 50 percent and 52.3 percent respectively, when we add cooking oil or 

drinks.28  

The analysis shown in Figure 3 is obtained by simply averaging across the imputation models 

the results across the countries, the years, as well as other variables (e.g., region or estimation 

methods). To further take into account the potential contributions from these model characteristics, 

we estimate the following logit regression with country fixed effects 

𝑃𝑘𝑛 = 𝐹(∑𝐾
𝑘=1 𝛾′𝑚𝑘 + 𝜏𝑛 + 𝜔𝑘𝑛)   (6) 

where 𝑃𝑘𝑛 is a binary variable that equals 1 if the poverty estimate is not statistically significantly 

different from the true poverty rate and 0 otherwise, for k= 1,.., K models and n= 1,.., N countries. 

F(.) is the logit function (i.e., 𝐹(𝑎) = 1
1+𝑒−𝑎). 𝑚𝑘 are the dummy variables indicating the 

imputation models, 𝜏𝑛 are the country dummy variables, and 𝜔𝑘𝑛 is the error term. 

The dynamics between a country dummy variable and its poverty rate can be captured to 

varying extents for different countries by the imputation models. Consequently, to shed more light 

on these differences, we can replace the country dummy variables with the model characteristics, 

to estimate the following alternative equation:    

𝑃𝑘𝑛 = 𝐹(∑𝐾
𝑘=1 𝛿′𝑚𝑘 + 𝜃′𝑍 + 𝜑𝑘𝑛)   (7) 

where 𝑍 are the model characteristics such as the true poverty rate in the target survey, the 

(logarithm of) sample size of the base survey, the time difference between the base survey and the 

target survey, the number of pairs of survey rounds available for analysis, the model goodness-of-

                                                           
28 As a special case, we excluded the employment-related predictors and re-estimated all the models using the two 
latest round of survey data in each country. These results are presented in Appendix E in Dang et al. (2021). The 
exclusion of the employment-related predictors does not alter our previous findings regarding the performance of each 
model, except for Model 9. The exclusion of the employment-related predictors is solely and adversely affecting the 
imputation accuracy of Model 9 in specific cases, and in those instances, the inclusion of the geospatial variables 
appears to be boosting the predictive performance of the model to be comparable with that of Model 9 that includes 
the employment-related predictors. 
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fit (as measured by R2), and the estimation method (normal linear regression model or the empirical 

distribution of the error terms). But the model characteristics can only offer a guide to model 

selection, since these model characteristics likely represent a correlational—rather than causal— 

and ex post relationship with the imputation outcomes. Our preferred equation for interpretation is 

Equation (6) that clearly lays out the models a priori.29  

For easier interpretation, Table 7 shows the marginal effects from logit regressions for 

Equations (6) and (7). The associated regression results are presented in Appendix B, Table B.28.30 

To explore heterogeneity across urban and rural areas, we estimate these equations for the whole 

country (Specifications 1 and 2), and separately for urban (Specifications 3 and 4), and rural 

samples (Specifications 5 and 6). We estimate robust standard errors that are clustered at the 

country level for both equations.  

Several interesting findings stand out from Table 7. First, regarding the specific imputation 

models to use, differences exist by geographical regions. Models 9 and 13 work for the whole 

country, urban, and rural areas. For urban areas, Models 2, 6 to 12 also work well as shown by the 

strong statistical significance levels (at five percent or less). Out of these models, Models 8 and 12 

work for rural areas. On the other hand, certain models appear to work under certain specifications 

only; for example, Model 3, Specification 5 appears to work for rural areas only.  

                                                           
29 This concern is particularly relevant to the estimated model parameters (versus the exogenous model parameters 
given by the data). As an example, the correlation between the model goodness-of-fit statistics R2 (or the correlation 
between the predicted consumption and the actual consumption for the target survey 𝜌(𝑦, �̂�)) with the model numbers 
is around -0.34 and strongly statistically significant for the whole country sample. As such, we do not include them in 
the regressions for Equations (5) and (6). 
30 Alternatively, we can define the outcome variable as taking the values of 1 or 2 if the poverty estimate falls within 
the 95 percent CIs or one standard error around the true poverty rate, and 0 otherwise. The results, shown in Appendix 
B, Table B.29 are qualitatively similar but have less statistical significance. The pseudo-R2 in this table are less than 
half of those for the logit regressions shown in Appendix B, Table B.28 for Specifications 1 and 2. 
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Second, to some extent, the magnitude of the estimated impacts differ by geographical regions. 

For example, after controlling for other characteristics, compared to the reference imputation 

model consisting of demographics and employment variables only (Model 1), Model 9 increases 

the probabilities of accurate imputation by 0.75 for the whole country, 0.53 for urban areas, and 

0.78 for rural areas (Table 7, Specifications 1, 3, and 5). Further adding agricultural soil quality to 

Model 9 raises the probability of accurate imputation to 0.63 for rural areas, but generally does not 

change the estimates for the whole country or urban areas. Similarly, Model 12 raises the 

probabilities of accurate imputation to 0.74 for urban areas and by 0.62 for rural areas (Table 7, 

Specifications 3 and 5). Third, it is reassuring that the results in our main specifications for urban 

and rural areas (Specifications 3 and 5 respectively) are largely similar to the alternative 

specifications (Specifications 4 and 6 respectively).  

Finally, the estimation results using the estimated model parameters (Specifications 2, 4, and 

6) indicate that a larger time interval length between the base survey and the target survey can 

reduce the probability of a poverty prediction that is not statistically significantly different from 

the true poverty rate for the whole country and rural areas, but not for urban areas. This result is 

qualitatively similar for the number of analyzed survey rounds. Higher true poverty rates are 

positively (negatively) associated with increases in the probability of interest for the whole 

country. The opposite is true concerning urban areas. Higher sample size for the base survey can 

help the estimation for the whole country and rural areas but may have the opposite effect for urban 

areas, as the model goodness-of-fit (R2). However, as discussed earlier, the relationship between 

the estimated model parameters and the imputation accuracy is at best correlational, so these results 

should be regarded as indicative and should be further investigated. 
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We also examine the meta-analysis results for other model variants. In particular, more 

parsimonious models that use fewer variables than those in Model 2, such as including 

demographics variables only, demographics and asset variables, and demographics and housing 

characteristics. These do not generally have great imputation accuracy, except for urban areas 

(Appendix B, Table B.30). Adding dummy variables indicating household consumption of 

disaggregate food items does not generally improve imputation accuracy, except for the models 

that control for consumption of drinks and seafood/fish in urban areas (Appendix B, Table B.31). 

 

6. Conclusion   

We advance the literature on the use of survey-to-survey imputation for poverty measurement 

by attempting to identify the cross-country consistent, minimum set of predictors that yields 

reliable estimates for poverty monitoring and evaluation purposes. Our analysis leverages 14 

multi-topic survey rounds conducted over the past decade in Ethiopia, Malawi, Nigeria, Tanzania 

and Vietnam, and we assess the performance of a range of imputation models for across-year and 

within-year imputation purposes at the national, urban, and rural levels, where both survey-based 

and geospatial predictors vary extensively. 

We find that augmenting a basic imputation model that includes household demographic and 

employment characteristics with additional predictors that capture household utility consumption 

expenditures (including electricity, water, and garbage) and/or household assets and dwelling 

attributes generally provides poverty estimates that are not statistically significantly different from 

the true poverty rates. These poverty estimates even fall, in many cases, within one standard error 

of the true poverty rates. Incorporating additional geospatial predictors such as agricultural soil 

quality and the distance-to-facilities variables (or nightlights in the case of Vietnam), which are 
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derived by linking georeferenced survey data with publicly available geospatial data sources, is 

documented to further improve imputation accuracy. 

We also consider a number of additional variables from auxiliary data sets such as community 

surveys or the population census for Vietnam, such as community-level measures of infrastructure, 

topography, poverty status, education achievement, and wealth. Adding these commune 

characteristics significantly improves estimation accuracy in Vietnam. Across a larger set of 

countries, adding other consumption sub-aggregates to the imputation model, particularly more 

disaggregated food consumption items, as expenditures or even as dummy variables indicating 

household consumption of these items, may be useful as well. 

A meta-analysis reveals spatial heterogeneity of imputation accuracy between urban and rural 

areas. The basic imputation model that consists of demographics, employment, and utilities 

expenditures (with or without geo-spatial variables) works well for the whole country, urban, and 

rural areas. For urban areas, augmenting the basic imputation model with predictors that capture 

total food, health, or education expenditures further improves predictive accuracy. For rural areas, 

the best performing model appears to be the basic imputation model augmented with total non-

food expenditures as an additional predictor. 

The variables in the basic imputation model are typically available in household surveys that 

would inform baseline imputation model estimation and would be relatively easy to collect in 

follow-up surveys.  This is in comparison to alternative predictors that can also yield reliable 

poverty predictions but that are more complex and costly to collect – such as total food, non-food, 

education or health expenditures. The finding regarding utility consumption expenditures is 

promising, as data collection efforts and potential measurement errors will be lower in cases where 
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utilities bills are standardized (and digitalized).31 Our findings also suggest that while within-year 

imputation models do not generally substitute for across-year imputation models, they can 

potentially offer cost-savings in certain contexts. 

Future research can consider (i) expanding the scope of the geographic spread of the countries 

considered for the comparative assessment, (ii) experimenting with predictors related to food and 

non-food consumption - for instance, by considering more disaggregated non-food consumption 

sub-aggregates as predictors, (iii) examining the application of imputation methods to vulnerable 

population groups that are not typically captured well in traditional household surveys such as 

refugees or in hard-to-reach locations, or (iv) to gauge whether imputation accuracy could be 

impacted by survey design, for instance, in terms of fieldwork duration and burden on respondents 

and enumerators. Regardless of research directions, our proposed two data principles (availability 

of variables in existing auxiliary datasets or ease of future data collection) should be considered 

for efficient employment of imputation methods. 

  

                                                           
31 In fact, several household surveys with USAID support, including for Bangladesh and some Sub-Saharan African 
countries, are collecting data on utilities consumption. These data promise of further validation of our proposed 
imputation methods. 
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Table 1. Predicted Poverty Rates Based on Imputation from 2014 to 2016, Vietnam (percentage)  

Method 2016 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Normal linear regression 
model 

15.0 13.3 6.2 8.4 10.6 12.5 13.3 11.5 9.6* 
(0.5) (0.5) (0.4) (0.4) (0.4) (0.5) (0.5) (0.5) (0.4) 

2) Empirical distribution of 
the error terms 

14.8 13.2 6.0 8.4 10.4 12.3 13.1 11.2 9.1* 
(0.5) (0.5) (0.4) (0.4) (0.4) (0.5) (0.5) (0.5) (0.4) 

          
Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Durables expenditures     Y     
Health expenditures      Y    
Education expenditures       Y   
Electricity, water, & garbage 
expenditures        Y Y 

Household assets & house 
characteristics  Y Y Y Y Y Y Y  

Demographics & employment Y Y Y Y Y Y Y Y Y 
R2 0.46 0.69 0.86 0.94 0.73 0.71 0.70 0.70 0.56 
𝜌(𝑦, �̂�) 0.47 0.70 0.86 0.94 0.74 0.72 0.69 0.71 0.57 
N 9347 9347 9347 9347 9347 9347 9347 9347 9347 
True poverty rate 9.6 
  (0.4) 
Note: Estimates that fall within the 95% CI of the true rates are shown in bold; estimates that fall within one standard error of the true rates are 
shown in bold and with a star "*". Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with 
population weights. Method 1 uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the 
empirical distribution of the error terms. Both methods employ commune random effects. Imputed poverty rates for 2016 use the estimated 
parameters based on the 2014 data. 1000 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. 
𝜌(𝑦, �̂�) is the correlation between actual consumption and imputed consumption for the target survey. The underlying regression results are 
provided in Appendix B, Table B.1. 
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Table 2. Predicted Poverty Rates Based on Imputation from 2010 to 2013, Malawi (percentage) 

Method 2013 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Normal linear regression model 39.0* 40.9 35.6 40.4 39.6 40.9 40.7 41.9 40.4 
(1.3) (1.4) (1.5) (1.5) (1.4) (1.4) (1.4) (1.4) (1.3) 

2) Empirical distribution of the error 
terms 

39.3* 41.0 35.9 40.6 39.7 41.0 40.8 42.1 40.9 
(1.3) (1.4) (1.5) (1.5) (1.4) (1.4) (1.4) (1.4) (1.3) 

          
Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Furnishings and household expenses     Y     
Health expenditures      Y    
Education expenditures       Y   
Utilities: water, kerosene, lighting        Y Y 
Household assets & house characteristics  Y Y Y Y Y Y Y  
Demographics & employment Y Y Y Y Y Y Y Y Y 
R2 0.52 0.68 0.93 0.87 0.71 0.69 0.68 0.71 0.59 
𝜌(𝑦, �̂�) 0.49 0.65 0.92 0.87 0.67 0.66 0.64 0.69 0.54 
N 4,000 4,000 4,000 4,000 4,000 4,000 4,000 4,000 4,000 
True poverty rate 37.9 
  (1.7) 
Note: Estimates shown in boldface or with a “*” respectively fall within the 95% confidence interval or one standard error of the true poverty rate. 
Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses the normal 
linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error terms. Both 
methods employ cluster random effects. Imputed poverty rates for 2013 use the estimated parameters based on the 2010 data. 1000 simulations are 
implemented. True poverty rate is the estimate directly obtained from the survey data. 𝜌(𝑦, �̂�) is the correlation between actual consumption and 
imputed consumption for the target survey. The underlying regression results are provided in Appendix B, Table B.2. 
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Table 3. Predicted Poverty Rates Based on Imputation from 2010/11 to 2012/13, Nigeria (percentage) 

Method 2012/13 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Normal linear regression 
model 

31.2 29.1* 26.9 31.8 29.1* 28.7* 29.3* 29.0* 30.9 
(1.1) (1.1) (1.2) (1.2) (1.1) (1.1) (1.2) (1.1) (1.1) 

2) Empirical distribution of 
the error terms 

31.3 29.3* 27.1 31.9 29.1* 28.9* 29.6* 29.2* 31.0 
(1.1) (1.2) (1.2) (1.2) (1.1) (1.1) (1.2) (1.2) (1.1) 

          
Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Infrequent non-food 
expenditures     Y     
Health expenditures      Y    
Education expenditures       Y   
Utilities: electricity, fuel, 
water, garbage        Y Y 

Household assets & house 
characteristics  Y Y Y Y Y Y Y  
Demographics & employment Y Y Y Y Y Y Y Y Y 
R2 0.44 0.56 0.92 0.73 0.57 0.57 0.56 0.56 0.44 
𝜌(𝑦, �̂�) 0.43 0.54 0.93 0.73 0.57 0.57 0.56 0.55 0.44 
N 4,406 4,406 4,406 4,406 4,406 4,406 4,406 4,406 4,406 
True poverty rate 28.7 
  (1.2) 
Note: Estimates shown in boldface or with a “*” respectively fall within the 95% confidence interval or one standard error of the true poverty 
rate. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses 
the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error 
terms. Both methods employ cluster random effects. Imputed poverty rates for 2012/13 use the estimated parameters based on the 2010/11 data. 
1000 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. 𝜌(𝑦, �̂�) is the correlation between 
actual consumption and imputed consumption for the target survey. Consumption expenditures are measured in 2011 PPP$. The poverty line is 
set at $1.90 in 2011 PPP$. The underlying regression results are provided in Appendix B, Table B.3. 
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Table 4. Predicted Poverty Rates Based on Imputation from 2010/11 to 2012/13, Tanzania (percentage) 

Method 2012/13 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Normal linear regression 
model 

18.4 17.4 18.7 21.2* 17.5 17.7 17.5 19.4 21.5* 
(0.9) (0.9) (1.0) (1.0) (0.9) (0.9) (0.9) (1.0) (1.0) 

2) Empirical distribution of 
the error terms 

18.1 17.1 18.5 20.8* 17.2 17.4 17.2 19.1 21.3* 
(0.9) (0.9) (1.0) (1.0) (0.9) (0.9) (0.9) (1.0) (1.0) 

          
Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Furnishings and household 
expenses     Y     

Health expenditures      Y    
Education expenditures       Y   
Utilities: water, kerosene, 
lighting        Y Y 

Household assets & house 
characteristics  Y Y Y Y Y Y Y  

Demographics & 
employment Y Y Y Y Y Y Y Y Y 

R2 0.45 0.59 0.92 0.75 0.61 0.61 0.59 0.60 0.49 
𝜌(𝑦, �̂�) 0.42 0.57 0.93 0.76 0.59 0.59 0.58 0.59 0.50 
N 4,858 4,858 4,858 4,858 4,858 4,858 4,858 4,858 4,858 
True poverty rate 20.8 
  (1.0) 
Note: Estimates shown in boldface or with a “*” respectively fall within the 95% confidence interval or one standard error of the true poverty 
rate. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses 
the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error 
terms. Both methods employ cluster random effects. Imputed poverty rates for 2012/13 use the estimated parameters based on the 2010/11 
data. 1000 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. 𝜌(𝑦, �̂�) is the correlation 
between actual consumption and imputed consumption for the target survey. The underlying regression results are provided in Appendix B, 
Table B.4. 
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Table 5. Predicted Poverty Rates Based on Imputation Using More Disaggregated Food Item Consumption from 2012 to 2014, 
Vietnam (percentage) 

Method Model F1 Model F2 Model F3 Model F4 Model F5 Model F6 Model F7 Model F8 

1) Normal linear regression model 13.0* 13.4* 13.1* 13.2* 13.1* 12.6* 13.2* 13.6* 
(0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) 

2) Empirical distribution of the 
error terms 

12.9* 13.2* 13.0* 13.0* 13.0* 12.5 13.1* 13.5* 
(0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) 

         
Control variables         
Rice expenditures Y        
Meat expenditures  Y       
Seafood expenditures   Y      
Vegetable & fruit expenditures    Y     
Lard & cooking oil expenditures     Y    
Milk products expenditures      Y   
Drink expenditures       Y  
Food-away-from-home 
expenditures        Y 

Household assets & house 
characteristics Y Y Y Y Y Y Y Y 

Demographics & employment Y Y Y Y Y Y Y Y 
R2 0.68 0.71 0.69 0.71 0.69 0.70 0.70 0.71 
𝜌(𝑦, �̂�) 0.69 0.70 0.69 0.69 0.69 0.69 0.69 0.70 
N 9300 9300 9300 9300 9300 9300 9300 9300 
True poverty rate 13.2 
  (0.4) 
Note: Estimates that fall within the 95% CI of the true rates are shown in bold; estimates that fall within one standard error of the true rates are 
shown in bold and with a star "*". Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with 
population weights. Method 1 uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the 
empirical distribution of the error terms. Both methods employ commune random effects. Imputed poverty rates for 2014 use the estimated 
parameters based on the 2012 data. 1000 simulations are implemented. 𝜌(𝑦, �̂�) is the correlation between actual consumption and imputed 
consumption for the target survey. True poverty rate is the estimate directly obtained from the survey data. 
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Table 6. Predicted Poverty Rates Based on Imputation Using Variables from Commune Survey and Census from 2012 to 2014, 
Vietnam (percentage) 

Method Commune survey Census 
Model C1 Model C2 Model C3 Model CS1 Model CS2 Model CS3 

1) Normal linear regression model 22.3 18.0* 17.8* 16.4 13.2* 13.1* 
(0.6) (0.6) (0.6) (0.5) (0.4) (0.4) 

2) Empirical distribution of the error terms 22.0 17.9* 17.5* 16.1 13.1* 12.8* 
(0.6) (0.6) (0.6) (0.5) (0.4) (0.4)        

Control variables       
Demographics & employment Y Y Y Y Y Y 
Household assets & house characteristics  Y   Y  
Electricity, water, & garbage expenditures   Y   Y 
Commune topography & poverty status Y Y Y    
Census characteristics on education, ethnicity, household 
assets, and house quality averaged at commune level 

   Y Y Y 

R2 0.38 0.62 0.47 0.51 0.70 0.58 
𝜌(𝑦, �̂�) 0.40 0.63 0.49 0.51 0.69 0.58 
N 6494 6494 6494 9241 9241 9241 
True poverty rate 18.1 13.2 
  (0.6) (0.4) 
Note: Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 
uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the 
error terms. Both methods employ commune random effects. Imputed poverty rates for 2014 use the estimated parameters based on the 2012 
data. 1000 simulations are implemented. 𝜌(𝑦, �̂�) is the correlation between actual consumption and imputed consumption for the target survey. 
True poverty rate is the estimate directly obtained from the survey data. Census commune-averaged characteristics include the share of the 
population with college/ university education, the share of the population that belong to ethnic majority groups, the average household's asset 
index and living areas, and the share of houses with high quality cooking fuel sources, drinking water sources, and toilet facilities. 
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Table 7. Meta-analysis of Imputation Models and Their Parameters, Marginal Effects from 
Logit Regressions  

  
All Country Urban Rural 

Spec. 1 Spec. 2 Spec. 3 Spec. 4 Spec. 5 Spec. 6 
Imputation model       
Model 2: Demographics, employment, assets, 
house characteristics 

0.228 0.005 0.347*** 0.805** 0.283 0.185 
(0.30) (0.30) (0.06) (0.33) (0.38) (0.25) 

Model 3  0.330** -0.227 0.000 0.000 0.563** 0.343 
(adds food exp. to Model 2) (0.16) (0.28) (.) (.) (0.28) (0.32) 
Model 4  0.000 -0.490*** 0.529 1.513* 0.215* 0.062 
(adds nonfood exp. to Model 2) (.) (0.14) (0.56) (0.83) (0.12) (0.21) 
Model 5  0.176 -0.087 0.255 0.836* 0.398 0.278 
(adds durables exp. to Model 2) (0.27) (0.27) (0.16) (0.47) (0.37) (0.27) 
Model 6 0.176 -0.069 0.347*** 0.841** 0.129 0.046 
(adds health exp. to Model 2) (0.27) (0.28) (0.06) (0.35) (0.33) (0.21) 
Model 7 0.228 0.001 0.347*** 0.815** 0.283 0.184 
(adds education exp. to Model 2) (0.30) (0.29) (0.06) (0.33) (0.38) (0.25) 
Model 8 0.279* 0.037 0.437*** 0.922** 0.452* 0.331* 
(adds utilities exp. to Model 2) (0.15) (0.18) (0.06) (0.43) (0.24) (0.18) 
Model 9 0.752*** 0.634*** 0.529*** 0.619*** 0.780*** 0.649*** 
(adds utilities exp. to demographic & employment) (0.10) (0.14) (0.20) (0.14) (0.27) (0.17) 
Model 10 0.123 -0.105 0.529*** 0.948** 0.283 0.186 
(adds distance to facilities to Model 2) (0.36) (0.35) (0.18) (0.47) (0.38) (0.25) 
Model 11 0.228 0.009 0.347*** 0.804** 0.283 0.188 
(adds agricultural soil quality to Model 2) (0.30) (0.29) (0.06) (0.33) (0.38) (0.25) 
Model 12 0.446 0.355 0.743*** 0.796*** 0.624** 0.523*** 
(adds distance to facilities to Model 9) (0.38) (0.34) (0.07) (0.19) (0.28) (0.19) 
Model 13 0.752*** 0.643*** 0.628*** 0.688*** 0.780*** 0.662*** 
(adds agricultural soil quality to Model 9) (0.10) (0.14) (0.13) (0.15) (0.27) (0.17) 
Other model parameters       
True poverty rate  0.035***  -0.052**  0.017 
  (0.01)  (0.02)  (0.01) 
Log of sample size of base survey  0.263***  -1.474***  0.685*** 
  (0.06)  (0.47)  (0.24) 
Interval length between base & target surveys  -0.402***  0.256**  -0.428** 
  (0.06)  (0.13)  (0.18) 
Number of pairs of rounds  -0.044**  0.752***  -0.481*** 
  (0.02)  (0.19)  (0.17) 
R squared  1.288***  -2.411*  0.245 
  (0.25)  (1.33)  (0.28) 
Estimation model       
Normal linear regression model  0.029**  0.021  0.038*** 
  (0.01)  (0.04)  (0.01) 
Country FE Yes No Yes No Yes No 
N 208 208 120 192 182 208 
Note: * p<0.10, ** p<0.05  *** p<0.01.Estimation results are obtained from the logit regressions. The outcome variable is a binary variable that indicates 
whether the predicted poverty rate is statistically insignificantly different from the true poverty rate. Robust standard errors are in parentheses are clustered 
at the country level. The reference groups are Model 1 (demographics and employment) for the imputation models, all the country for the geographical 
region, the empirical distribution of the error terms for the estimation model, and Vietnam for the countries. Some observations are dropped for perfect 
prediction. 
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Figure 1. Predicted Poverty Rates Based on Imputation Using Geospatial Variables  

 

Note: larger symbols indicates that the estimates are statistically insignificantly different from the true 
poverty rates. Models 10.1 and 12.1 are estimated by adding nightlight variables to Model 2 and Model 9 
respectively and are available for Vietnam only. 1000 simulations are implemented. Dashed lines represent 
the true poverty rates for Malawi in 2013, Nigeria in 2012/13, Tanzania in 2012/13 and Vietnam in 2016. 
Dotted lines represent confidence intervals of the true poverty rates. The underlying regression results are 
provided in Appendix B, Tables B.5.-B.8.  
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Figure 2. Predicted Poverty Rates Based on Within-Year Imputation  

 

Note: Estimates are obtained by imputing from sample 1 into sample 2. 1000 simulations are implemented. 
Larger symbols indicates that the estimates are statistically insignificantly different from the true poverty 
rates. Dashed lines represent the true poverty rates for Malawi in 2013, Nigeria in 2012/13, Tanzania in 
2012/13, Vietnam in 2016 and Ethiopia in 2018/19. Dotted lines represent confidence intervals of the true 
poverty rates. Estimates are obtained using the normal linear regression models. 
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Figure 3. Imputation Accuracy for Different Imputation Models 

 

  



 

48 
 

Supplementary Materials for Online Publication  

Appendix A: Overview of (i) Key Poverty Imputation Studies and (ii) Poverty Predictors in Core Imputation Models 

Table A.1. Overview of Key Poverty Imputation Studies (with Validation) since the 2000s 

No Authors Country Data   Estimation method Main variables in the imputation model Main findings 

1 Elbers et al.'s (2003) Ecuador 

Ecuadorian Encuesta Sobre 
Las Condiciones de Vida in 
1994 and Ecuadorian 
census in 1990 

Small area estimation 
method 

Household-level variables that are common in household 
survey and census with location means and information about 
household access to sewage infrastructure 

Applying imputation rule from a 
household survey to census data 
accurately predicts poverty estimates 
for small geographic areas.   

2 Stifel and Christiaensen (2007)  Kenya 

Welfare Monitoring Survey 
(WMS) in 1997 and 
Demographic and Health 
Survey (DHS) in 1993, 
1998, 2003  

Elbers et al.'s (2003) 
method 

Housing characteristics (quality of floor, roof, drinking water 
sources), house durables (ownership of radio, television, 
refrigerator, bike), cluster characteristics (cluster averages of 
households with low-quality floors and with access to piped 
water), and district characteristics (district averages of 
household with access to electricity, early onset of rainfall, 
malaria prevalence, household under-five height-for-age z 
scores). 

The imputation-based poverty estimates 
closely track the survey-based poverty 
estimates.  

3 Tarozzi (2007) India National Sample Survey 
from 1994/95 to 1999/2000 

Inverse probability 
weighting 

Demographic characteristics, education, employment 
characteristics, scheduled castes or tribe, land ownership, 
energy source for cooking and for lighting 

Predicted poverty estimates are higher 
than the official poverty rates but 
follows the same trend. 

4 Tarozzi and Deaton (2009) Mexico 
Census from Integrated 
Public Use Microsample 
(IPUMS) in 2000 

Elbers et al.'s (2003) 
method and with 
adjustment of standard 
errors for 
heteroscedasticity, 
projection method   

Demographic characteristics, household composition, 
education and language of household head, assets and 
housing conditions 

Imputation methods do not provide 
close estimates of welfare measures for 
small areas in presence of 
heterogeneity.  

5 Christiaensen et al. (2012) 

Vietnam, 
Russia, 
China, 
Kenya 

Vietnam Living Standards 
Survey (VLSS) in 1992/93 
and 1997/98; Russian 
Longitudinal Monitoring 
Survey (RLMS) in 1993, 
1998, 2003;  Gansu and 
Inner Mongolia survey in 
2000/04; Welfare 
Monitoring Survey (WMS) 
in 1997 and KIHBS in 
2005/06 

Elbers et al.'s (2003) 
method 

Demographic characteristics, geographics, education/ 
profession, location, housing quality, consumer durables, 
food expenditure (rice and non-rice expenditure), nonfood 
expenditure (30 day and annual recalls) 

Poverty prediction models with 
expenditure components (non-rice and 
non-food spending) and models with 
non-consumption assets work well for 
Vietnam. In rural Gansu and Inner 
Mongolia, models based on non-
expenditure assets work consistently, 
while models using certain expenditure 
subcomponents sometimes work. 

6 Mathiassen (2013) Uganda 

Monitoring Survey (MS) 1-
4, Uganda National 
Household Survey (UNHS) 
1-3 

Elbers et al.'s (2003) 
method with refinements 
for estimating variance of 
error temr 

Demographic characteristics, education, employment 
characteristics, occupation, housing, consumption of food, 
non-durable and semi-durable expenditures, welfare 
indicators, and regional dummies.  

Predicted poverty trends are very 
similar for each survey model 
regardless of base survey. While in 
most cases predictions at rural, urban, 
and subregional levels are in line with 
the official poverty figures, predicted 
urban poverty trends follow more 
closely the actual trends than is the case 
for rural areas.  
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7 Daniels and Minot (2015) Uganda 

National Household Survey 
in 2005/06, Demographic 
and Household Surveys 
(DHS) in 1995, 2000, 2001, 
2006 and 2009 

Elbers et al.'s (2003) 
method 

Demographic characteristics, ownership of assets (ownership 
of motorbike, bicycle, tv or radio) and housing characteristics 
(type of floor, source of water, type of toilet, electricity).  

Asset-based poverty estimates in the 
2006 DHS are very close to the 
consumption-based poverty estimates 
from 2005/06 UNHS. In 2009/2010, 
however, the asset-based poverty rates 
using the DHS data are greater than 
those estimated directly from the 
UNHS in most regions of the country.  

8 Douidich et al. (2015) Morocco 

National Survey on 
Consumption and 
Expenditure (NSCE) in 
2000/01 and National 
Living Standards Survey 
(NLSS) in 2006/07, LFS 
from 2000 to 2009 

Elbers et al.'s (2003) 
method 

Demographic characteristics, education, employment 
characteristics, household assets and durables (kitchen, 
douche, tv, parabole), house characteristics (number of 
rooms, electricity, sewage, drinking water, flush toilet), 
interactions of urban/rural variable with employment or with 
house characteristics.  

Imputation estimates obtained with the 
2001 and 2007 models are very close, 
but model with assets does not add 
improvement in poverty estimates. 
Adding the asset variables improves 
model 2001’s estimate of the 2007 
poverty rate but not model 2007’s 
estimate of the 2001 poverty rate. 
Imputation poverty estimates in LFSs 
for the period 2001–2009 provide 
almost overlapping poverty trends 
using NSCE and NLSS, even when 
disaggregated by urban and rural areas. 

9 Cuesta and Ibarra (2017) Tunisia 

National Consumption 
Survey (ENBCV) in 2010 
and the Labor Force 
Surveys (ENPE) in 2009, 
2010 and 2012  

Elbers et al.'s (2003) and 
Dang et al.`s (2014) 
methods and macro-
based projection method 

Demographic characteristics, geographics, education, 
employment characteristics, access to tap water and 
electricity, household assets and house durables (ownership 
of car, motorcycle, and/or bicycle; television and/or radio; 
washing machine, refrigerator, freezer, dishwasher, or oven), 
rural/urban location and regional characteristics 

Dang et al., (2014) method of 
imputation provides a closer estimate of 
poverty to the official rate in 2010. 
Random residual imputations and  
Dang et al., (2014) method of 
imputation also work well in predicting 
full consumption distributions. Macro-
projections are in line with respect to 
the survey-to-survey imputation.  

10 Dang et al. (2017) Jordan 

Household Expenditure and 
Income Survey (HEIS) in 
2008 and Unemployment 
and Employment Survey 
(LFS) in 2010 

Refinements to Elbers et 
al.'s (2003) method for 
survey-to-survey 
imputation 

Demographic characteristics, marital status, nationality, 
employment characteristics, urban/rural location, household 
assets, log of income per household member. 

Models that include demographic, work 
sector, household assets, and/or income 
variables provide reasonable estimates 
using the consumption data in the HEIS 
2008 survey round in combination with 
the household characteristics in the 
HEIS 2010 round. Estimates from 
within-year and across-year 
imputations from the HEIS into LFS 
fell within the 95 confidence interval of 
the true rates. 

11 Dang and Lanjouw (2018) India 
National Sample Surveys 
(NSSs) in 2009/10 and 
2011/12 

Dang et al.`s (2017) 
method 

Demographic characteristics, religion, social classes, 
education, employment status and work sector, assets, house 
durables and home ownership, urban/rural location 

Imputation method underestimates 
poverty in 2011/12, but 
underestimation is not very large. The 
largest difference between true and 
imputed poverty rates in models 
including household assets. 

12 Christiaensen et al. (2020) 
Rwanda, 
Uganda, 
Tanzania 

Enquete Int´egrale sur les 
Conditions de Vie des 
m´enages de Rwanda 
(EICV1) in 2001 and 
(EICV2) in 2006, Uganda 
National Household Survey 
(UNHS) in 2005/06 and 

Demand theory, 
including Engel law to 
predict linear changes in 
consumption sub-
aggregates  

Consumption sub-aggregates. Total number of non-durable 
consumption items: Tanzania - 112, Rwanda - 284, Uganda - 
126. Final number of consumption items: Tanzania - 17, 
Rwanda - 28, Uganda - 18.  

Linear combination of consumption 
sub-aggregates does not accurately 
predict poverty headcount in a 
subsequent period. Estimated poverty 
headcounts are outside the 95 % CI of 
the poverty estimates for the full 
consumption aggregate.  
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2009/10, Tanzania National 
Panel Survey (NPS) in 
2008/09 and 2010/11 

13 Mathiassen and Wold (2021) Malawi 

Integrated Household 
Survey IHS2 in 2010/11 
and IHS3 in 2014/15, 
Welfare and Monitoring 
surveys (WMS) from 2005 
to 2009 and in 2014, 
Integrated Household Panel 
Survey (IHPS) in 2013 

 Elbers et al.`s (2003) 
method with refinements 
for accounting seasonal 
variations in 
consumption and 
explanatory vaiables  

Demographic characteristics and characteristics of head of 
household, education, housing characteristics, assets 
ownership, food consumption (yes/no for specific food 
items), non-food consumption (yes/no for specific non-food 
items), and subjective assessement of head of household’s 
welfare. In addition, controls for districts and seasons are 
included. 

Seasonal adjustments significantly 
improved imputation estimates by 
making the predictions closer to the 
actual poverty rates. Demographic 
variables have significant impact on the 
predicted poverty rate by systematically 
predicting lower poverty rates 
compared with the actual level. While 
omitting the variables from the model 
does not significantly affects predicted 
rates, it changes pedictions for rural 
areas.  

14 Dang and Verme (2022) Jordan 

Jordan proGres registration 
system in 2014, the Jordan 
Home Visits survey in 
2013/14 

Dang et al.`s (2017) 
method 

Demographic and employment characteristics, case size, type 
of border crossing point and the legal status of entry, home 
ownership, household assets, utilities, and the physical 
characteristics of the house, household’s shock-coping 
strategies, certificate of asylum and financial assistance. 

Imputation method predicts the true 
poverty rate of refugees with high level 
of accuracy. Regional-level estimates 
obtained by imputing from one region 
to another, provide the results within 
the 95% CI of the true values. The 
minimum sample size used to obtain 
accurate poverty estimates is 389 
households.  
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Table A.2. List of variables that are used in the core imputation models, by country 

All variables Vietnam Tanzania Malawi Nigeria Ethiopia 

Demographic variables 
Household size Household size Household size Household size Household size Household size 

Head`s age Head`s age Head`s age Head`s age Head`s age Head`s age 

Head is female Head is female Head is female Head is female Head is female Head is female 
Head belongs to 
ethnic minority 

group 

Head belongs 
to ethnic 

minority group 
        

Head`s education 
Head`s 

education Head`s education 
Head`s 

education 
Head`s 

education Head`s education 
Share of 

household 
members in age 

groups 

Share of 
household 

members in age 
groups 

Share of household 
members in age 

groups 

Share of 
household 

members in age 
groups 

Share of 
household 

members in 
age groups 

Share of household 
members in age groups 

Employment variables 

Head did any 
work last 7 days       

Head did any 
work last 7 

days 

Head did any work last 7 
days 

Head worked for 
wage/salary last 

7 days    

Head worked for 
wage/salary last 7 

days    
  

  
Head is non-

farm self-
employed last 7 

days   

Head is non-farm 
self-employed last 7 

days   

  

  
Head worked in 

the last 12 
months 

Head worked 
last 12 months   

Head worked 
for wage/salary 
last 12 months 

  
  

Head is engaged 
in casual labor 
last 12 months     

Head is 
engaged in 
casual labor 

last 12 months 

  

  
Regional variables 

Regions Regions Regions Regions Regions Regions 

Urban/rural  Urban/rural Urban/rural Urban/rural Urban/rural Urban/rural 

Utility expenditures 

Electricity Electricity Lighting Electricity Electricity Electricity 

Water Water Water   Water Water 

Fuels   Kerosene 
Gas and other 

fuels Other fuel   

Garbage Garbage     Garbage   

Phone         Phone 

Household assets & house characteristics 

Household owns 
car 

Household 
owns car 

  Household 
owns car 

Household 
owns cars and 
other vehicles Household owns car 

Household owns 
motorbike 

Household 
owns 

motorbike 
Household owns 

motorcycle 

Household 
owns 

motorcycle 

Household 
owns 

motorcycle 
Household owns 

motorcycle 
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Household owns 
bicycle 

Household 
owns bicycle 

Household owns 
bicycle 

Household 
owns bicycle 

Household 
owns bicycle Household owns bicycle 

Household owns 
desc phone 

Household 
owns desc 

phone 
Household owns desc 

phone 
    Household owns desc 

phone 

Household owns 
cell phone 

Household 
owns cell 

phone 
Household owns cell 

phone 

Household 
owns cell 

phone 

Household 
owns cell 

phone 
Household owns cell 

phone 

Household owns 
DVD player 

Household 
owns DVD 

player 
Household owns 

video/DVD player 

Household 
owns CD/DVD 

player 

Household 
owns DVD 

player 

Household owns 
CD/VCD/DVD/Video 

Deck 
Household owns 

TV 
Household 
owns TV Household owns TV 

Household 
owns TV 

Household 
owns TV Household owns TV 

Household owns 
computer 

Household 
owns computer 

Household owns 
computer 

Household 
owns computer 

Household 
owns computer   

Household owns 
refrigerator 

Household 
owns 

refrigerator 
Household owns 

refrigerator/freezer 

Household 
owns 

refrigerator 

Household 
owns 

refrigerator 
Household owns 

refrigerator 

Household owns 
air conditioner 

Household 
owns air 

conditioner 
Household owns air 

conditioner/fan 

Household 
owns air 

conditioner 

Household 
owns air 

conditioner 
  

Household owns 
washing machine 

Household 
owns washing 

machine 
  

Household 
owns washing 

machine 

Household 
owns washing 

machine 
  

Household owns 
electric fan 

Household 
owns electric 

fan 
  

Household 
owns electric 

fan 

Household 
owns electric 

fan 
  

Household owns 
radio   

Household owns 
radio     Household owns 

radio/tape recorder 
Household owns 

electric stove         Household owns electric 
stove 

Household owns 
satellite       Household 

owns satellite   

Household owns 
mosquito nets   

Household owns 
mosquito nets 

Household 
owns mosquito 

nets 
  

  
Log of 

residential area 
Log of 

residential area 
Log of residential 

area 
Log of 

residential area 
Log of 

residential area Log of residential area 
House wall 
materials 

House wall 
materials House wall materials 

House wall 
materials 

House wall 
materials House wall materials 

House floor 
materials   House floor materials 

House floor 
materials   House floor materials 

House roof 
materials   House roof materials 

House roof 
materials 

House roof 
materials   

Access to 
drinking water 

Access to 
drinking water 

Source of drinking 
water 

Source of 
drinking water 

Source of 
drinking water Access to drinking water 

Type of toilet Type of toilet Type of toilet Type of toilet Type of toilet Type of toilet 
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Appendix B: Additional Tables for the Main Analysis 

Table B.1. Household consumption model, Vietnam 2014
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Table B.2. Household consumption model, Malawi 2010 

 

                                                       Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9
Household size                                               -0.072***       -0.072***       -0.015***       -0.026***       -0.068***       -0.074***       -0.078***       -0.060***       -0.053***
                                                             (0.01)         (0.01)         (0.00)         (0.00)         (0.00)         (0.01)         (0.01)         (0.01)         (0.01)   
Head's age       -0.002*        -0.002***       -0.001**       -0.000         -0.002***       -0.002***       -0.003***       -0.002**       -0.001   
                                                             (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)   
Head is female        0.008         -0.025          0.008         -0.023*        -0.015         -0.023         -0.038*        -0.037*        -0.012   
                                                             (0.02)         (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)   
Head has PSLC        0.166***        0.048*         0.029**       -0.004          0.025          0.048*         0.045*         0.045*         0.150***
                                                             (0.03)         (0.03)         (0.01)         (0.02)         (0.02)         (0.03)         (0.03)         (0.02)         (0.03)   
Head has JCS        0.336***        0.141***        0.047***        0.022          0.113***        0.137***        0.137***        0.130***        0.299***
                                                             (0.03)         (0.03)         (0.01)         (0.02)         (0.03)         (0.03)         (0.03)         (0.03)         (0.03)   
Head has MSCE        0.486***        0.120***        0.055***        0.011          0.093***        0.117***        0.113***        0.104***        0.428***
                                                             (0.04)         (0.03)         (0.02)         (0.02)         (0.03)         (0.03)         (0.03)         (0.03)         (0.03)   
Head has diploma/degree        1.013***        0.262***        0.130***        0.043          0.218***        0.263***        0.244***        0.271***        0.955***

      (0.05)         (0.05)         (0.02)         (0.03)         (0.05)         (0.05)         (0.05)         (0.05)         (0.05)   
Share of household members age 0-14                      -1.006***       -0.483***       -0.172***       -0.142***       -0.403***       -0.505***       -0.526***       -0.405***       -0.820***
                                                             (0.06)         (0.05)         (0.03)         (0.04)         (0.05)         (0.05)         (0.05)         (0.05)         (0.06)   
Share of household members age 15-24                    -0.277***       -0.082**       -0.012         -0.063**       -0.063         -0.094**       -0.103**       -0.066*        -0.226***
                                                             (0.05)         (0.04)         (0.02)         (0.03)         (0.04)         (0.04)         (0.04)         (0.04)         (0.05)   
Share of household members age 60 and older                    -0.286***       -0.180***       -0.058**       -0.074**       -0.146***       -0.197***       -0.140**       -0.179***       -0.274***

      (0.07)         (0.05)         (0.03)         (0.04)         (0.05)         (0.05)         (0.06)         (0.05)         (0.06)   
Head is employed for a wage/salary/commission in the 
last 12 months       -0.031         -0.018         -0.017*        -0.005         -0.009         -0.018         -0.019         -0.019         -0.029   
                                                             (0.02)         (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)   
Head engaged in casual/ganyu labor in the last 12 months       -0.166***       -0.063***        0.008         -0.061***       -0.063***       -0.070***       -0.061***       -0.059***       -0.149***

      (0.02)         (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)   
Urban       -0.428***       -0.147***       -0.078***       -0.002         -0.145***       -0.152***       -0.139***       -0.108***       -0.341***

      (0.04)         (0.04)         (0.01)         (0.02)         (0.03)         (0.03)         (0.04)         (0.03)         (0.04)   
Log of food consumption per capita                                      0.737***                                                                                           

                                    (0.01)                                                                                             
Log of non-food consumption per capita                                                     0.670***                                                                            

                                                   (0.01)                                                                              
Log of furnishings expenses per capita                                                                    0.127***                                                             

                                                                  (0.01)                                                               
Log of health expenditures per capita                                                                                   0.016***                                              

                                                                                 (0.00)                                                
Log of education expenditures per capita                                                                                                  0.013***                               

                                                                                                (0.00)                                 
Lof of utilities per capita                                                                                                                 0.132***        0.198***

                                                                                                               (0.01)         (0.01)   
Household owns a car                                                  0.447***        0.365***        0.005          0.416***        0.444***        0.441***        0.414***                

                     (0.06)         (0.03)         (0.04)         (0.05)         (0.06)         (0.06)         (0.06)                  
Household owns a motorcycle                                                  0.108          0.036          0.031          0.112          0.115          0.101          0.064                  
                                                                            (0.10)         (0.05)         (0.06)         (0.09)         (0.10)         (0.10)         (0.09)                  
Household owns a bicycle                                                     0.077***        0.031***        0.002          0.048***        0.072***        0.074***        0.068***                
                                                                            (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)                  
Household owns a mobile phone                                              0.216***        0.133***       -0.029**        0.159***        0.215***        0.210***        0.203***                
                                                                            (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)                  
Household owns an CD / DVD player                       0.162***        0.050***        0.042**        0.129***        0.154***        0.162***        0.152***                
                                                                            (0.03)         (0.02)         (0.02)         (0.03)         (0.03)         (0.03)         (0.03)                  
Household owns a television                                                  0.128***        0.042**        0.039*         0.121***        0.135***        0.117***        0.114***                
                                                                            (0.04)         (0.02)         (0.02)         (0.03)         (0.04)         (0.04)         (0.04)                  
Household owns a computer                                       0.178***        0.108***        0.048          0.162***        0.184***        0.177***        0.161**                
                                                                            (0.06)         (0.03)         (0.04)         (0.06)         (0.06)         (0.06)         (0.06)                  
Household owns a refrigerator                                                0.125**        0.083***        0.001          0.050          0.128***        0.115**        0.115**                
                                                                            (0.05)         (0.02)         (0.03)         (0.05)         (0.05)         (0.05)         (0.05)                  
Household owns a air conditioner                      -0.008         -0.035          0.011         -0.022         -0.014          0.002         -0.057                  

                     (0.14)         (0.07)         (0.09)         (0.13)         (0.14)         (0.14)         (0.14)                  
Household owns a fan                       0.157***        0.034          0.042          0.110**        0.156***        0.161***        0.144***                

                     (0.05)         (0.02)         (0.03)         (0.04)         (0.05)         (0.05)         (0.04)                  
Household owns a washing machine                       0.337**        0.243***        0.084          0.297**        0.346***        0.308**        0.267**                

                     (0.13)         (0.06)         (0.08)         (0.12)         (0.13)         (0.13)         (0.13)                  
Log of residential area per capita                                0.754***        0.297***        0.143***        0.635***        0.749***        0.753***        0.672***                
                                                                            (0.05)         (0.02)         (0.03)         (0.04)         (0.05)         (0.05)         (0.04)                  
Household dwelling has improved walls                                        0.048**        0.032***       -0.009          0.048***        0.050***        0.043**        0.040**                
                                                                            (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)                  
Household dwelling has improved roof                                        0.082***        0.039***       -0.005          0.079***        0.073***        0.082***        0.079***                
                                                                            (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)                  
Household dwelling has improved floor                                        0.092***        0.032**        0.022          0.063***        0.095***        0.088***        0.091***                
                                                                            (0.03)         (0.01)         (0.02)         (0.02)         (0.03)         (0.03)         (0.02)                  
Household water source is improved                                       -0.032         -0.003         -0.021         -0.027         -0.031         -0.034         -0.034                  
                                                                            (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)                  
Household toilet facility is improved                                        0.177***        0.090***        0.034          0.144***        0.172***        0.179***        0.173***                
                                                                            (0.03)         (0.02)         (0.02)         (0.03)         (0.03)         (0.03)         (0.03)                  
Household has mosquito nets                       0.087***        0.007          0.049***        0.070***        0.086***        0.088***        0.083***                
                                                                            (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)                  
_cons       13.481***       12.138***        3.582***        4.701***       11.166***       12.103***       12.169***       10.765***       11.256***

      (0.09)         (0.09)         (0.09)         (0.12)         (0.10)         (0.09)         (0.09)         (0.12)         (0.14)   
sigma_e         0.49           0.41           0.20           0.26           0.38           0.40           0.40           0.39           0.46   
sigma_u         0.21           0.17           0.05           0.09           0.16           0.16           0.17           0.14           0.17   
rho         0.15           0.15           0.06           0.10           0.15           0.13           0.15           0.12           0.12   
r2_o         0.52           0.68           0.93           0.87           0.71           0.69           0.68           0.71           0.59   
N         3245           3245           3245           3245           3245           3245           3245           3245           3245   
Note:  *** p<0.01, ** p<0.05, * p<0.1. Standard errors are in parentheses. All estimations employs cluster random effects models and controls for the regional dummy variables.
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Table B.3. Household consumption model, Nigeria 2010/11 

 

                                                       Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9
Household size                                               -0.055***       -0.071***       -0.014***       -0.037***       -0.072***       -0.071***       -0.074***       -0.070***       -0.054***
                                                             (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)   
Head's age       -0.002***       -0.003***       -0.001**       -0.002***       -0.003***       -0.003***       -0.004***       -0.003***       -0.002***
                                                             (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)   
Head is female       -0.021          0.027          0.038***       -0.014          0.026          0.028          0.020          0.024         -0.026   
                                                             (0.02)         (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)   
Head has primary education        0.139***        0.065***        0.018**        0.019          0.059***        0.062***        0.056***        0.065***        0.138***
                                                             (0.02)         (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)   
Head has secondary education        0.255***        0.113***        0.049***        0.025          0.111***        0.107***        0.100***        0.112***        0.251***
                                                             (0.02)         (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)   
Head has secondary vocational education and higher        0.513***        0.222***        0.098***        0.056***        0.212***        0.212***        0.205***        0.220***        0.506***
                                                             (0.03)         (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)   
Share of household members in 0-14       -0.518***       -0.410***       -0.204***       -0.079***       -0.401***       -0.405***       -0.413***       -0.408***       -0.511***

      (0.04)         (0.04)         (0.02)         (0.03)         (0.04)         (0.04)         (0.04)         (0.04)         (0.04)   
Share of household members in 25-59        0.273***        0.274***        0.009          0.209***        0.271***        0.271***        0.346***        0.276***        0.276***

      (0.04)         (0.04)         (0.02)         (0.03)         (0.04)         (0.04)         (0.04)         (0.04)         (0.04)   
Share of household members in 60 and older        0.076          0.224***       -0.028          0.194***        0.224***        0.214***        0.346***        0.222***        0.075   
                                                             (0.05)         (0.05)         (0.02)         (0.04)         (0.05)         (0.05)         (0.05)         (0.05)         (0.05)   
Head did any work in last 7 days        0.100***        0.085***        0.011          0.051***        0.077***        0.091***        0.085***        0.084***        0.097***
                                                             (0.02)         (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)   
Urban       -0.348***       -0.145***       -0.048***       -0.026         -0.142***       -0.145***       -0.143***       -0.140***       -0.332***

      (0.03)         (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)         (0.03)   
Log of perca food consumption                                      0.786***                                                                                           

                                    (0.01)                                                                                             
Log of perca non-food consumption                                                     0.467***                                                                            

                                                   (0.01)                                                                              
Log of perca infrequent non-food consumption                                                                    0.027***                                                             

                                                                  (0.00)                                                               
Lof of perca health expenditures                                                                                   0.023***                                              

                                                                                 (0.00)                                                
Log of perca education expenditures                                                                                                  0.015***                               

                                                                                                (0.00)                                 
Log of perca utilities                                                                                                                 0.008***        0.014***

                                                                                                               (0.00)         (0.00)   
Household owns a motorcycle                                                  0.080***        0.024***        0.013          0.073***        0.073***        0.079***        0.082***                
                                                                            (0.02)         (0.01)         (0.01)         (0.01)         (0.01)         (0.01)         (0.02)                  
Household owns a bicycle                                                    -0.017         -0.015**       -0.007         -0.016         -0.024         -0.017         -0.018                  
                                                                            (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)                  
Household owns a mobile phone                                              0.147***        0.085***       -0.033**        0.146***        0.139***        0.143***        0.145***                
                                                                            (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)                  
Household owns a DVD player                       0.042*         0.019**        0.011          0.039*         0.036          0.042*         0.041*                 
                                                                            (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)                  
Household owns a television                                                  0.092***        0.016          0.045**        0.088***        0.094***        0.087***        0.091***                
                                                                            (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)                  
Household owns a computer                                       0.112***        0.053***        0.070**        0.112***        0.113***        0.103***        0.114***                
                                                                            (0.04)         (0.02)         (0.03)         (0.04)         (0.04)         (0.04)         (0.04)                  
Household owns a refrigerator                                                0.073***        0.032***        0.020          0.071***        0.074***        0.062***        0.073***                
                                                                            (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)                  
Household owns an air conditioner                                        0.068          0.071***        0.021          0.074          0.044          0.072          0.068                  
                                                                            (0.06)         (0.02)         (0.04)         (0.05)         (0.05)         (0.05)         (0.06)                  
Household owns a washing machine                      -0.272***       -0.209***       -0.021         -0.266***       -0.242***       -0.263***       -0.277***                

                     (0.09)         (0.04)         (0.08)         (0.09)         (0.09)         (0.09)         (0.09)                  
Household owns a car                       0.243***        0.122***        0.065***        0.225***        0.231***        0.241***        0.243***                

                     (0.03)         (0.01)         (0.02)         (0.03)         (0.03)         (0.03)         (0.03)                  
Household owns a fan                       0.121***        0.046***        0.047***        0.122***        0.115***        0.116***        0.120***                

                     (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)                  
Household owns a satellite                       0.081**        0.057***        0.001          0.084**        0.090***        0.075**        0.079**                

                     (0.04)         (0.02)         (0.03)         (0.03)         (0.03)         (0.03)         (0.04)                  
Log of residential area                                0.064***        0.024***       -0.004          0.057***        0.065***        0.059***        0.060***                
                                                                            (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)                  
Roof is made of concrete/metal sheets/tiles                                        0.025         -0.001          0.013          0.039**        0.026          0.021          0.023                  
                                                                            (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)                  
Wall is made of burnt bricks/concrete/metal sheets                       0.054***        0.030***        0.005          0.055***        0.055***        0.053***        0.051***                
                                                                            (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)                  
Piped water/Truck                       0.034          0.022**       -0.005          0.039*         0.029          0.033          0.034                  
                                                                            (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)                  
Any well water                       0.007          0.003          0.018          0.005          0.005          0.015          0.009                  
                                                                            (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)                  
On water/Flush/VIP toilet                       0.132***        0.082***        0.003          0.134***        0.115***        0.132***        0.132***                
                                                                            (0.03)         (0.01)         (0.02)         (0.03)         (0.03)         (0.03)         (0.03)                  
Other toilet                       0.022          0.036***       -0.045***        0.021          0.008          0.022          0.020                  

                     (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)                  
Toilet is not shared                       0.079***        0.020***        0.053***        0.077***        0.086***        0.078***        0.076***                

                     (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)                  
_cons       12.172***       11.595***        2.687***        6.945***       11.583***       11.525***       11.571***       11.533***       12.037***

      (0.07)         (0.07)         (0.07)         (0.11)         (0.07)         (0.07)         (0.07)         (0.07)         (0.08)   
sigma_e         0.43           0.39           0.17           0.31           0.39           0.39           0.39           0.39           0.43   
sigma_u         0.23           0.18           0.05           0.13           0.18           0.18           0.18           0.18           0.22   
rho         0.23           0.18           0.07           0.15           0.18           0.17           0.18           0.18           0.22   
r2_o         0.44           0.56           0.92           0.73           0.57           0.57           0.56           0.56           0.44   
N         4466           4466           4466           4466           4466           4466           4466           4466           4466   
Note:  *** p<0.01, ** p<0.05, * p<0.1. Standard errors are in parentheses. All estimations employs cluster random effects models and controls for the regional dummy variables.
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Table B.4. Household consumption model, Tanzania 2010/11 

 

                                                       Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9
Household size                                               -0.028***       -0.035***       -0.007***       -0.022***       -0.034***       -0.037***       -0.035***       -0.030***       -0.022***
                                                             (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)   
Head's age       -0.005***       -0.005***       -0.001***       -0.003***       -0.005***       -0.005***       -0.005***       -0.005***       -0.005***
                                                             (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)   
Head is female       -0.036*         0.003          0.011         -0.019          0.003         -0.000          0.002         -0.001         -0.039** 
                                                             (0.02)         (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)   
Head has primary education        0.071***       -0.011          0.018**       -0.041***       -0.010         -0.014         -0.012         -0.012          0.058***
                                                             (0.02)         (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)   
Head has secondary ordinary education        0.352***        0.068**        0.054***       -0.007          0.054*         0.068**        0.068**        0.061**        0.305***
                                                             (0.03)         (0.03)         (0.01)         (0.02)         (0.03)         (0.03)         (0.03)         (0.03)         (0.03)   
Head has secondary advanced education and higher        0.758***        0.233***        0.135***        0.074*         0.221***        0.232***        0.231***        0.216***        0.677***
                                                             (0.06)         (0.05)         (0.02)         (0.04)         (0.05)         (0.05)         (0.05)         (0.05)         (0.05)   
Share of household members age 0-14                      -0.799***       -0.460***       -0.179***       -0.165***       -0.461***       -0.477***       -0.472***       -0.446***       -0.747***
                                                             (0.05)         (0.05)         (0.02)         (0.04)         (0.05)         (0.05)         (0.05)         (0.05)         (0.05)   
Share of household members age 15-24                    -0.426***       -0.342***       -0.086***       -0.167***       -0.345***       -0.340***       -0.347***       -0.321***       -0.388***
                                                             (0.04)         (0.04)         (0.02)         (0.03)         (0.04)         (0.04)         (0.04)         (0.04)         (0.04)   
Share of household members age 60 and older                    -0.104*        -0.017         -0.045*         0.097**        0.006         -0.033         -0.010         -0.006         -0.071   

      (0.06)         (0.05)         (0.02)         (0.04)         (0.05)         (0.05)         (0.05)         (0.05)         (0.06)   
Head was working for wage/salary last 7 days        0.046**        0.016          0.010         -0.009          0.013          0.019          0.016          0.008          0.028   

      (0.02)         (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)   
Head was self-employed (non-farm) last 7 days        0.138***        0.047***        0.029***        0.003          0.046***        0.042**        0.047***        0.036**        0.109***

      (0.02)         (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)   
Dar es Salam        0.648***        0.340***        0.074***        0.182***        0.392***        0.341***        0.340***        0.286***        0.502***

      (0.03)         (0.03)         (0.01)         (0.03)         (0.03)         (0.03)         (0.03)         (0.03)         (0.03)   
Rest of urban        0.268***        0.062**        0.042***        0.006          0.079***        0.061**        0.061**        0.031          0.183***

      (0.03)         (0.03)         (0.01)         (0.02)         (0.03)         (0.03)         (0.03)         (0.03)         (0.03)   
Zanzibar        0.080**       -0.167***       -0.108***       -0.004         -0.061*        -0.124***       -0.166***       -0.178***        0.016   

      (0.04)         (0.03)         (0.01)         (0.03)         (0.03)         (0.03)         (0.03)         (0.03)         (0.04)   
Log of food consumption peraeq                                      0.857***                                                                                           

                                    (0.01)                                                                                             
Log of non-food consumption peraeq                                                     0.384***                                                                            

                                                   (0.01)                                                                              
Log of furnishings and household expenses peraeq                                                                    0.025***                                                             

                                                                  (0.00)                                                               
Log of health expenditures peraeq                                                                                   0.020***                                              

                                                                                 (0.00)                                                
Log of education expenditures peraeq                                                                                                  0.002                                 

                                                                                                (0.00)                                 
Lof of utilities peraeq                                                                                                                 0.041***        0.071***

                                                                                                               (0.00)         (0.00)   
Household owns a motorcycle                                                  0.264***        0.169***        0.074***        0.258***        0.254***        0.264***        0.259***                
                                                                            (0.03)         (0.01)         (0.03)         (0.03)         (0.03)         (0.03)         (0.03)                  
Household owns a bicycle                                                     0.001         -0.001         -0.001         -0.011          0.003          0.000          0.005                  
                                                                            (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)                  
Household owns a desk phone                                                  0.081          0.051*         0.047          0.085          0.077          0.081          0.071                  

                     (0.06)         (0.03)         (0.05)         (0.06)         (0.06)         (0.06)         (0.06)                  
Household owns a mobile phone                                              0.230***        0.096***        0.040***        0.216***        0.220***        0.229***        0.218***                
                                                                            (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)                  
Household owns an CD / DVD player                       0.160***        0.037**        0.097***        0.145***        0.151***        0.161***        0.158***                
                                                                            (0.03)         (0.02)         (0.03)         (0.03)         (0.03)         (0.03)         (0.03)                  
Household owns a television                                                  0.017          0.046***       -0.026          0.018          0.019          0.016          0.003                  
                                                                            (0.04)         (0.02)         (0.03)         (0.03)         (0.03)         (0.04)         (0.03)                  
Household owns a compute                                       0.196***        0.086***        0.094**        0.166***        0.194***        0.192***        0.195***                
                                                                            (0.05)         (0.02)         (0.04)         (0.05)         (0.05)         (0.05)         (0.05)                  
Household owns a refrigerator                                                0.091***        0.049***        0.026          0.088***        0.090***        0.089***        0.077**                
                                                                            (0.03)         (0.01)         (0.03)         (0.03)         (0.03)         (0.03)         (0.03)                  
Household owns a air conditioner/ fan                       0.034         -0.021          0.028          0.012          0.028          0.035          0.033                  

                     (0.03)         (0.01)         (0.02)         (0.03)         (0.03)         (0.03)         (0.03)                  
Household owns a radio                       0.096***        0.013*         0.051***        0.084***        0.091***        0.096***        0.093***                

                     (0.02)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)                  
Household owns a mosquito net                       0.046*        -0.015          0.033*         0.037          0.037          0.046*         0.037                  

                     (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)                  
Log of residential area per capita                                0.354***        0.012          0.256***        0.365***        0.384***        0.355***        0.344***                
                                                                            (0.04)         (0.02)         (0.03)         (0.04)         (0.04)         (0.04)         (0.04)                  
Roof is made of concrete/metal sheets/tiles                                        0.090***        0.032***        0.019          0.084***        0.083***        0.089***        0.067***                
                                                                            (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)                  
Wall is made of burnt bricks/stones                      -0.011          0.011         -0.034         -0.018         -0.016         -0.012         -0.012                  
                                                                            (0.03)         (0.01)         (0.02)         (0.03)         (0.03)         (0.03)         (0.03)                  
Wall is made of mud bricks/mud stones                       0.007          0.004          0.004          0.006         -0.006          0.006          0.007                  
                                                                            (0.03)         (0.01)         (0.02)         (0.02)         (0.02)         (0.03)         (0.02)                  
Floor is made of concrete/cement/tiles                       0.143***        0.054***        0.041**        0.148***        0.134***        0.143***        0.134***                

                     (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)                  
Piped water                       0.060***        0.028***        0.016          0.061***        0.058***        0.060***        0.047**                
                                                                            (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)                  
Any well water                      -0.038*         0.009         -0.045***       -0.038**       -0.042**       -0.037*        -0.041**                
                                                                            (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)                  
Flush/VIP toilet                       0.088***        0.046***        0.032*         0.072***        0.078***        0.087***        0.081***                
                                                                            (0.02)         (0.01)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)                  
_cons       13.862***       13.359***        2.178***        8.906***       13.166***       13.252***       13.367***       13.006***       13.197***

      (0.05)         (0.06)         (0.09)         (0.10)         (0.06)         (0.06)         (0.06)         (0.07)         (0.06)   
sigma_e         0.48           0.43           0.19           0.34           0.42           0.42           0.43           0.43           0.47   
sigma_u         0.19           0.13           0.03           0.10           0.13           0.13           0.13           0.13           0.17   
rho         0.13           0.09           0.03           0.08           0.09           0.09           0.09           0.09           0.12   
r2_o         0.45           0.59           0.92           0.75           0.61           0.61           0.59           0.60           0.49   
N         3823           3823           3823           3823           3823           3823           3823           3823           3823   
Note:  *** p<0.01, ** p<0.05, * p<0.1. Standard errors are in parentheses. All estimations employs cluster random effects models.
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Table B.5. Household consumption model using geospatial variables, Vietnam 2014 
Model 10 Model 10.1 Model 11 Model 12 Model 12.1 Model 13

Household size       -0.132***       -0.132***       -0.132***       -0.047***       -0.047***       -0.046***
      (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)   

Head's age       -0.001         -0.001         -0.001          0.001*         0.001*         0.001*  
      (0.00)         (0.00)         (0.00)         (0.00)         (0.00)         (0.00)   

Head is female        0.036***        0.036***        0.037***        0.004          0.004          0.006   
      (0.01)         (0.01)         (0.01)         (0.01)         (0.01)         (0.01)   

Head belongs to ethnic minority group       -0.164***       -0.187***       -0.186***       -0.175***       -0.191***       -0.191***
      (0.02)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)   

       0.048***        0.047***        0.046***        0.103***        0.103***        0.102***
      (0.01)         (0.01)         (0.01)         (0.01)         (0.01)         (0.01)   

       0.076***        0.076***        0.074***        0.169***        0.170***        0.168***
      (0.01)         (0.01)         (0.01)         (0.01)         (0.01)         (0.01)   

       0.146***        0.144***        0.143***        0.306***        0.305***        0.305***
      (0.01)         (0.01)         (0.01)         (0.02)         (0.02)         (0.02)   

       0.218***        0.214***        0.216***        0.514***        0.510***        0.514***
      (0.02)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)   

      -0.321***       -0.321***       -0.324***       -0.194***       -0.190***       -0.193***
      (0.03)         (0.03)         (0.03)         (0.04)         (0.04)         (0.04)   
       0.028          0.029          0.029          0.180***        0.182***        0.182***
      (0.03)         (0.03)         (0.03)         (0.03)         (0.03)         (0.03)   

       0.056***        0.057***        0.057***        0.207***        0.207***        0.207***
      (0.02)         (0.02)         (0.02)         (0.02)         (0.02)         (0.02)   

Head worked in the last 12 months       -0.009         -0.010         -0.013         -0.011         -0.011         -0.015   
      (0.01)         (0.01)         (0.01)         (0.01)         (0.01)         (0.01)   

                                                    0.239***        0.240***        0.243***
                                                   (0.01)         (0.01)         (0.01)   

Household owns a car        0.610***        0.611***        0.609***                                              
      (0.03)         (0.03)         (0.03)                                                

Household owns a motorbike        0.168***        0.166***        0.167***                                              
      (0.01)         (0.01)         (0.01)                                                

Household owns a bicycle       -0.042***       -0.040***       -0.041***                                              
      (0.01)         (0.01)         (0.01)                                                

Household owns a desk phone        0.064***        0.062***        0.067***                                              
      (0.01)         (0.01)         (0.01)                                                

Household owns a cell phone        0.125***        0.127***        0.128***                                              
      (0.01)         (0.01)         (0.01)                                                

Household owns a DVD player        0.052***        0.052***        0.051***                                              
      (0.01)         (0.01)         (0.01)                                                

Household owns a television        0.065***        0.064***        0.065***                                              
      (0.02)         (0.02)         (0.02)                                                

Household owns a computer        0.167***        0.166***        0.168***                                              
      (0.01)         (0.01)         (0.01)                                                

Household owns a refrigerator        0.160***        0.159***        0.160***                                              
      (0.01)         (0.01)         (0.01)                                                

Household owns an airconditioner        0.202***        0.201***        0.207***                                              
      (0.01)         (0.01)         (0.01)                                                

Household owns a washing machine        0.105***        0.109***        0.109***                                              
      (0.01)         (0.01)         (0.01)                                                

Household owns an electric fan        0.070***        0.069***        0.068***                                              
      (0.01)         (0.01)         (0.01)                                                

Log of residential area        0.191***        0.188***        0.187***                                              
      (0.01)         (0.01)         (0.01)                                                

House wall materials        0.025***        0.026***        0.026***                                              
      (0.00)         (0.00)         (0.00)                                                

Access to drinking water        0.005***        0.006***        0.007***                                              
      (0.00)         (0.00)         (0.00)                                                

Type of toilet        0.036***        0.039***        0.040***                                              
      (0.00)         (0.00)         (0.00)                                                

Urban        0.014          0.044***        0.063***        0.086***        0.112***        0.139***
      (0.01)         (0.01)         (0.01)         (0.01)         (0.01)         (0.01)   

Distance to nearest major road        0.001                                        0.002                                 
      (0.00)                                       (0.00)                                 
       0.000                                        0.000                                 
      (0.00)                                       (0.00)                                 
       0.000*                                       0.000                                 
      (0.00)                                       (0.00)                                 

Distance to nearest major port        0.000***                                      0.000***                               
      (0.00)                                       (0.00)                                 

Distance to provincial capital       -0.000                                        0.000                                 
      (0.00)                                       (0.00)                                 

      -0.043***                                     -0.047***                               
      (0.00)                                       (0.01)                                 

Nightlight intensity                       0.002***                                      0.003***                
                     (0.00)                                       (0.00)                  

Agricultural soil quality index                                     -0.002                                        0.003   
                                    (0.00)                                       (0.00)   

Constant        8.456***        8.415***        8.421***        8.115***        8.096***        8.090***
      (0.05)         (0.05)         (0.05)         (0.06)         (0.05)         (0.05)   

σe         0.30           0.30           0.30           0.35           0.35           0.35   
σu         0.19           0.19           0.19           0.23           0.23           0.23   
ρ         0.28           0.28           0.28           0.30           0.31           0.31   
R2         0.69           0.69           0.69           0.57           0.56           0.56   
N         9300           9300           9300           9300           9300           9300   

Share of household members age 15-24

Head completed primary school

Head completed lower secondary 
school
Head completed upper secondary 
school

Head has (some) college education

Share of household members age 0-14

Share of household members age 15-24

Log of electricity, water & garabage 
expenditures per capita

Note: * p<0.10, ** p<0.05  *** p<0.01. Standard errors are in parentheses. All estimation employs commune random effects 
models and control for regional dummy variables. House wall material is assigned numerical values using the following 
categories: 6 "cement", 5 "brick", 4 "iron/wood", 3 "earth/straw", 2 "bamboo/board", and 1 "others". The types of toilet are 
assigned numerical values using the following categories: 6 "septic", 5 "suilabh", 4 "double septic", 3 "fish bridge", 2 "others", 
and 1 "none".

Distance to nearest population center 
(50,000 people plus)
Distance to nearest international land 
border crossing

Land-based travel time to the nearest 
densely-populated area
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Table B.6. Household consumption model using geospatial variables, Malawi 2010 

 

                                                       Model 10 Model 11 Model 12 Model 13
Household size                                               -0.073***       -0.072***       -0.054***       -0.053***
                                                             (0.01)         (0.01)         (0.01)         (0.01)   
Head's age       -0.002***       -0.002***       -0.001         -0.001   
                                                             (0.00)         (0.00)         (0.00)         (0.00)   
Head is female       -0.029         -0.026         -0.017         -0.013   
                                                             (0.02)         (0.02)         (0.02)         (0.02)   
Head has PSLC        0.044*         0.048*         0.142***        0.150***
                                                             (0.03)         (0.03)         (0.03)         (0.03)   
Head has JCS        0.141***        0.141***        0.294***        0.299***
                                                             (0.03)         (0.03)         (0.03)         (0.03)   
Head has MSCE        0.120***        0.120***        0.422***        0.428***
                                                             (0.03)         (0.03)         (0.03)         (0.03)   
Head has diploma/degree        0.265***        0.263***        0.954***        0.955***

      (0.05)         (0.05)         (0.05)         (0.05)   
Share of household members age 0-14                      -0.481***       -0.483***       -0.811***       -0.821***
                                                             (0.05)         (0.05)         (0.06)         (0.06)   
Share of household members age 15-24                    -0.078*        -0.081**       -0.216***       -0.226***
                                                             (0.04)         (0.04)         (0.05)         (0.05)   
Share of household members age 60 and older                    -0.177***       -0.179***       -0.264***       -0.273***

      (0.05)         (0.05)         (0.06)         (0.06)   
Head is employed for a wage/salary/commission in the 
last 12 months       -0.021         -0.018         -0.035         -0.028   
                                                             (0.02)         (0.02)         (0.02)         (0.02)   
Head engaged in casual/ganyu labor in the last 12 months       -0.061***       -0.062***       -0.145***       -0.148***

      (0.02)         (0.02)         (0.02)         (0.02)   
Urban       -0.022         -0.148***       -0.147**       -0.342***

      (0.06)         (0.04)         (0.06)         (0.04)   
Log of utilities per capita                                      0.196***        0.197***

                                    (0.01)         (0.01)   
Household owns a car                                   0.454***        0.447***                               

      (0.06)         (0.06)                                 
Household owns a motorcycle                                   0.099          0.108                                 
                                                             (0.10)         (0.10)                                 
Household owns a bicycle                                      0.080***        0.077***                               
                                                             (0.02)         (0.02)                                 
Household owns a mobile phone                               0.210***        0.216***                               
                                                             (0.02)         (0.02)                                 
Household owns an CD / DVD player        0.160***        0.161***                               
                                                             (0.03)         (0.03)                                 
Household owns a television                                   0.130***        0.128***                               
                                                             (0.04)         (0.04)                                 
Household owns a computer                        0.179***        0.179***                               
                                                             (0.06)         (0.06)                                 
Household owns a refrigerator                                 0.119**        0.126**                               
                                                             (0.05)         (0.05)                                 
Household owns a air conditioner       -0.016         -0.007                                 

      (0.14)         (0.14)                                 
Household owns a fan        0.160***        0.157***                               

      (0.05)         (0.05)                                 
Household owns a washing machine        0.368***        0.338**                               

      (0.13)         (0.13)                                 
Log of residential area                 0.747***        0.754***                               
                                                             (0.05)         (0.05)                                 
Household dwelling has improved walls                         0.049***        0.047**                               
                                                             (0.02)         (0.02)                                 
Household dwelling has improved roof                         0.080***        0.082***                               
                                                             (0.02)         (0.02)                                 
Household dwelling has improved floor                         0.088***        0.093***                               
                                                             (0.03)         (0.03)                                 
Household water source is improved                        -0.030         -0.032                                 
                                                             (0.02)         (0.02)                                 
Household toilet facility is improved                         0.175***        0.178***                               
                                                             (0.03)         (0.03)                                 
Household has mosquito nets        0.086***        0.087***                               
                                                             (0.02)         (0.02)                                 
Log of distance to nearest major road       -0.020                        -0.045***                

      (0.02)                        (0.02)                  
Log of distance to nearest population center        0.050*                        0.040                  

      (0.03)                        (0.03)                  
Log of distance to nearest ADMARC outlet       -0.033                        -0.070***                

      (0.02)                        (0.02)                  
Log of distance to nearest tobacco auction floor        0.004                        -0.022                  

      (0.02)                        (0.02)                  
Log of distance to the boma of current distric of residence        0.129***                       0.137***                

      (0.03)                        (0.03)                  
Log of distance to nearest border crossing       -0.093***                      -0.067**                

      (0.03)                        (0.03)                  
Agricultural soil quality index                       0.007                         0.005   

                     (0.00)                        (0.00)   
_cons       11.585***       12.142***       10.714***       11.262***

      (0.16)         (0.09)         (0.19)         (0.14)   
sigma_e         0.40           0.41           0.46           0.46   
sigma_u         0.16           0.17           0.16           0.17   
rho         0.14           0.15           0.10           0.12   
r2_o         0.69           0.68           0.60           0.59   
N         3245           3245           3245           3245   
Note:  *** p<0.01, ** p<0.05, * p<0.1. Standard errors are in parentheses. All estimations employs cluster random 
effects models and controls for the regional dummy variables.
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Table B.7. Household consumption model using geospatial variables, Nigeria 2010/11 

 

                                                       Model 10 Model 11 Model 12 Model 13
Household size                                               -0.072***       -0.071***       -0.054***       -0.054***
                                                             (0.00)         (0.00)         (0.00)         (0.00)   
Head's age       -0.003***       -0.003***       -0.002***       -0.002***
                                                             (0.00)         (0.00)         (0.00)         (0.00)   
Head is female        0.027          0.027         -0.027         -0.027   
                                                             (0.02)         (0.02)         (0.02)         (0.02)   
Head has primary education        0.065***        0.065***        0.134***        0.138***
                                                             (0.02)         (0.02)         (0.02)         (0.02)   
Head has secondary education        0.114***        0.112***        0.245***        0.250***
                                                             (0.02)         (0.02)         (0.02)         (0.02)   
Head has secondary vocational education and higher        0.224***        0.224***        0.495***        0.504***
                                                             (0.02)         (0.02)         (0.02)         (0.02)   
Share of household members in 0-14       -0.411***       -0.410***       -0.510***       -0.510***

      (0.04)         (0.04)         (0.04)         (0.04)   
Share of household members in 25-59        0.266***        0.273***        0.263***        0.272***

      (0.04)         (0.04)         (0.04)         (0.04)   
Share of household members in 60 and older        0.221***        0.226***        0.077          0.079   
                                                             (0.05)         (0.05)         (0.05)         (0.05)   
Head did any work in last 7 days        0.090***        0.083***        0.106***        0.095***
                                                             (0.02)         (0.02)         (0.02)         (0.02)   
Urban       -0.089***       -0.155***       -0.210***       -0.345***

      (0.03)         (0.02)         (0.03)         (0.03)   
Log of utilities per capita consumption                                      0.013***        0.015***

                                    (0.00)         (0.00)   
Household owns a motorcycle                                   0.090***        0.082***                               
                                                             (0.02)         (0.02)                                 
Household owns a bicycle                                     -0.015         -0.016                                 
                                                             (0.02)         (0.02)                                 
Household owns a mobile phone                               0.143***        0.147***                               
                                                             (0.02)         (0.02)                                 
Household owns a DVD player        0.045**        0.044**                               
                                                             (0.02)         (0.02)                                 
Household owns a television                                   0.085***        0.090***                               
                                                             (0.02)         (0.02)                                 
Household owns a computer                        0.111***        0.113***                               
                                                             (0.04)         (0.04)                                 
Household owns a refrigerator                                 0.069***        0.071***                               
                                                             (0.02)         (0.02)                                 
Household owns an air conditioner                         0.042          0.047                                 
                                                             (0.06)         (0.06)                                 
Household owns a washing machine       -0.284***       -0.254***                               

      (0.09)         (0.09)                                 
Household owns a car        0.247***        0.243***                               

      (0.03)         (0.03)                                 
Household owns a fan        0.114***        0.119***                               

      (0.02)         (0.02)                                 
Household owns a satellite        0.089**        0.083**                               

      (0.04)         (0.04)                                 
Log of residential area                 0.072***        0.064***                               
                                                             (0.02)         (0.02)                                 
Roof is made of concrete/metal sheets/tiles                         0.025          0.028*                                
                                                             (0.02)         (0.02)                                 
Wall is made of burnt bricks/concrete/metal sheets        0.048**        0.056***                               
                                                             (0.02)         (0.02)                                 
Piped water/Truck        0.020          0.031                                 
                                                             (0.02)         (0.02)                                 
Any well water        0.011          0.007                                 
                                                             (0.02)         (0.02)                                 
On water/Flush/VIP toilet        0.108***        0.124***                               
                                                             (0.03)         (0.03)                                 
Other toilet        0.009          0.021                                 

      (0.02)         (0.02)                                 
Toilet is not shared        0.077***        0.079***                               

      (0.02)         (0.02)                                 
Log of distance to nearest major road       -0.001                        -0.014                  

      (0.01)                        (0.01)                  
Log of distance to nearest population center       -0.002                        -0.008                  

      (0.01)                        (0.01)                  
Log of distance to nearest market       -0.033***                      -0.048***                

      (0.01)                        (0.01)                  
Log of distance to nearest border crossing       -0.042***                      -0.069***                

      (0.02)                        (0.02)                  
Log of distance to capital of state of residence       -0.039***                      -0.051***                

      (0.01)                        (0.01)                  
Agricultural soil quality index                       0.011***                       0.018***

                     (0.00)                        (0.00)   
_cons       12.064***       11.614***       12.723***       12.062***

      (0.12)         (0.07)         (0.12)         (0.08)   
sigma_e         0.39           0.39           0.42           0.42   
sigma_u         0.18           0.18           0.22           0.22   
rho         0.18           0.18           0.21           0.21   
r2_o         0.56           0.56           0.46           0.45   
N         4466           4466           4466           4466   
Note:  *** p<0.01, ** p<0.05, * p<0.1. Standard errors are in parentheses. All estimations employs cluster random effects 
models and controls for the regional dummy variables.
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Table B.8. Household consumption model using geospatial variables, Tanzania 2010/11 
                                                       Model 10 Model 11 Model 12 Model 13
Household size                                               -0.035***       -0.035***       -0.023***       -0.022***
                                                             (0.00)         (0.00)         (0.00)         (0.00)   
Head's age       -0.005***       -0.005***       -0.005***       -0.005***
                                                             (0.00)         (0.00)         (0.00)         (0.00)   
Head is female       -0.001          0.001         -0.045**       -0.041** 
                                                             (0.02)         (0.02)         (0.02)         (0.02)   
Head has primary education       -0.008         -0.009          0.058***        0.060***
                                                             (0.02)         (0.02)         (0.02)         (0.02)   
Head has secondary ordinary education        0.073**        0.071**        0.300***        0.307***
                                                             (0.03)         (0.03)         (0.03)         (0.03)   
Head has secondary advanced education and higher        0.244***        0.238***        0.673***        0.675***
                                                             (0.05)         (0.05)         (0.05)         (0.05)   
Share of household members age 0-14                      -0.447***       -0.456***       -0.726***       -0.743***
                                                             (0.05)         (0.05)         (0.05)         (0.05)   
Share of household members age 15-24                    -0.337***       -0.343***       -0.383***       -0.390***
                                                             (0.04)         (0.04)         (0.04)         (0.04)   
Share of household members age 60 and older                    -0.019         -0.016         -0.070         -0.071   

      (0.05)         (0.05)         (0.06)         (0.06)   
Head was working for wage/salary last 7 days        0.014          0.016          0.022          0.027   

      (0.02)         (0.02)         (0.02)         (0.02)   
Head was self-employed (non-farm) last 7 days        0.045**        0.045**        0.104***        0.107***

      (0.02)         (0.02)         (0.02)         (0.02)   
Dar es Salam        0.285***        0.333***        0.371***        0.496***

      (0.04)         (0.03)         (0.04)         (0.03)   
Rest of urban        0.048          0.061**        0.123***        0.180***

      (0.03)         (0.03)         (0.03)         (0.03)   
Zanzibar       -0.136***       -0.168***        0.036          0.014   

      (0.04)         (0.03)         (0.05)         (0.04)   
Lof of utilities peraeq                                      0.067***        0.071***

                                    (0.00)         (0.00)   
Household owns a motorcycle                                   0.264***        0.264***                               
                                                             (0.03)         (0.03)                                 
Household owns a bicycle                                      0.003          0.001                                 
                                                             (0.02)         (0.02)                                 
Household owns a desk phone                                   0.086          0.074                                 

      (0.06)         (0.06)                                 
Household owns a mobile phone                               0.227***        0.230***                               
                                                             (0.02)         (0.02)                                 
Household owns an CD / DVD player        0.159***        0.159***                               
                                                             (0.03)         (0.03)                                 
Household owns a television                                   0.016          0.021                                 
                                                             (0.04)         (0.04)                                 
Household owns a compute                        0.192***        0.193***                               
                                                             (0.05)         (0.05)                                 
Household owns a refrigerator                                 0.087***        0.091***                               
                                                             (0.03)         (0.03)                                 
Household owns a air conditioner/ fan        0.031          0.032                                 

      (0.03)         (0.03)                                 
Household owns a radio        0.095***        0.096***                               

      (0.02)         (0.02)                                 
Household owns a mosquito net        0.046*         0.046*                                

      (0.02)         (0.02)                                 
Log of residential area per capita                 0.361***        0.355***                               
                                                             (0.04)         (0.04)                                 
Roof is made of concrete/metal sheets/tiles                         0.089***        0.091***                               
                                                             (0.02)         (0.02)                                 
Wall is made of burnt bricks/stones       -0.010         -0.012                                 
                                                             (0.03)         (0.03)                                 
Wall is made of mud bricks/mud stones        0.009          0.005                                 
                                                             (0.03)         (0.03)                                 
Floor is made of concrete/cement/tiles        0.137***        0.141***                               

      (0.02)         (0.02)                                 
Piped water        0.059***        0.059***                               
                                                             (0.02)         (0.02)                                 
Any well water       -0.038*        -0.036*                                
                                                             (0.02)         (0.02)                                 
Flush/VIP toilet        0.083***        0.085***                               
                                                             (0.02)         (0.02)                                 
Log of distance to nearest major road       -0.008                        -0.021**                

      (0.01)                        (0.01)                  
Log of distance to nearest population center        0.001                        -0.008                  

      (0.01)                        (0.02)                  
Log of distance to nearest market       -0.026**                      -0.046***                

      (0.01)                        (0.01)                  
Log of distance to nearest border crossing        0.028*                        0.031*                 

      (0.01)                        (0.02)                  
Log of distance to headquaters of district of resident        0.007                         0.004                  

      (0.01)                        (0.01)                  
Agricultural soil quality index                       0.006**                       0.005*  

                     (0.00)                        (0.00)   
_cons       13.308***       13.358***       13.330***       13.201***

      (0.10)         (0.06)         (0.11)         (0.06)   
sigma_e         0.43           0.43           0.47           0.47   
sigma_u         0.13           0.13           0.17           0.17   
rho         0.09           0.09           0.12           0.12   
r2_o         0.59           0.59           0.49           0.49   
N         3818           3818           3818           3818   
Note:  *** p<0.01, ** p<0.05, * p<0.1. Standard errors are in parentheses. All estimations employs cluster random effects models and controls 
for the regional dummy variables.
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Table B.9. Predicted Poverty Rates Based on Imputation from 2010 to 2012, Vietnam (percentage) 

Method 2012 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Normal linear regression model 20.7 17.2 18.0 10.9 19.4 17.5 17.1 16.4* 16.8* 
(0.5) (0.5) (0.5) (0.4) (0.5) (0.5) (0.5) (0.5) (0.5) 

2) Empirical distribution of the error terms 20.4 17.0* 18.0 10.8 19.3 17.4 17.0* 16.2* 16.3* 
(0.5) (0.5) (0.5) (0.4) (0.5) (0.5) (0.5) (0.5) (0.5) 

          
Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Durables expenditures     Y     
Health expenditures      Y    
Education expenditures       Y   
Electricity, water, & garbage expenditures        Y Y 
Household assets & house characteristics  Y Y Y Y Y Y Y  
Demographics & employment Y Y Y Y Y Y Y Y Y 
R2 0.47 0.69 0.87 0.94 0.74 0.71 0.70 0.71 0.57 
𝜌(𝑦, �̂�) 0.46 0.69 0.87 0.93 0.73 0.70 0.69 0.69 0.56 
N 9261 9261 9261 9261 9261 9261 9261 9261 9261 
True poverty rate  16.6 
   (0.5) 
Note: Estimates that fall within the 95% CI of the true rates are shown in bold; estimates that fall within one standard error of the true rates are 
shown in bold and with a star "*". Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population 
weights. Method 1 uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical 
distribution of the error terms. Both methods employ commune random effects. Imputed poverty rates for 2012 use the estimated parameters based 
on the 2010 data. 1000 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. 𝜌(𝑦, �̂�) is the correlation 
between actual consumption and imputed consumption for the target survey. 
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Table B.10. Predicted Poverty Rates Based on Imputation from 2012 to 2014, Vietnam (percentage) 

Method 2014 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Normal linear regression 
model 

16.2 13.0* 13.6* 9.8 13.1* 12.4 12.9* 12.3 12.7 
(0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) 

2) Empirical distribution of 
the error terms 

16.0 12.9* 13.5* 9.7 13.0* 12.2 12.8* 12.2 12.2 
(0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) 

          
Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Durables expenditures     Y     
Health expenditures      Y    
Education expenditures       Y   
Electricity, water, & garbage 
expenditures        Y Y 

Household assets & house 
characteristics  Y Y Y Y Y Y Y  

Demographics & employment Y Y Y Y Y Y Y Y Y 
R2 0.45 0.68 0.87 0.92 0.72 0.70 0.69 0.69 0.54 
𝜌(𝑦, �̂�) 0.45 0.68 0.86 0.93 0.72 0.69 0.68 0.69 0.55 
N 9300 9300 9300 9300 9300 9300 9300 9300 9300 
True poverty rate  13.2 
   (0.4) 
Note: Estimates that fall within the 95% CI of the true rates are shown in bold; estimates that fall within one standard error of the true rates are 
shown in bold and with a star “*”. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with 
population weights. Method 1 uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the 
empirical distribution of the error terms. Both methods employ commune random effects. Imputed poverty rates for 2014 use the estimated 
parameters based on the 2012 data. 1000 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. 
𝜌(𝑦, �̂�) is the correlation between actual consumption and imputed consumption for the target survey. 
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Table B.11. Predicted Poverty Rates Based on Imputation Using More Disaggregated Food Item Consumption, Vietnam 2014 
(percentage) 

Method Model F1 Model F2 Model F3 Model F4 Model F5 Model F6 Model F7 Model F8 

1) Normal linear regression model 12.8* 13.2* 12.9* 12.9* 12.9* 12.3 13.2* 13.3* 
(0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) 

2) Empirical distribution of the error 
terms 

12.4 12.7 12.5 12.5 12.5 12.0 12.8* 12.9* 
(0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) 

         
Control variables         
Rice expenditures Y        
Meat expenditures  Y       
Seafood expenditures   Y      
Vegetable & fruit expenditures    Y     
Lard & cooking oil expenditures     Y    
Milk products expenditures      Y   
Drink expenditures       Y  
Food-away-from-home expenditures        Y 
Electricity, water, & garbage 
expenditures Y Y Y Y Y Y Y Y 

Demographics & employment Y Y Y Y Y Y Y Y 
R2 0.54 0.61 0.56 0.60 0.55 0.60 0.60 0.59 
𝜌(𝑦, �̂�) 0.67 0.71 0.69 0.71 0.69 0.70 0.70 0.71 
N 9300 9300 9300 9300 9300 9300 9300 9300 
True poverty rate 13.2 
  (0.4) 
Note: Estimates that fall within the 95% CI of the true rates are shown in bold; estimates that fall within one standard error of the true rates are 
shown in bold and with a star "*". Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with 
population weights. Method 1 uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the 
empirical distribution of the error terms. Both methods employ commune random effects. Imputed poverty rates for 2014 use the estimated 
parameters based on the 2012 data. 1000 simulations are implemented. 𝜌(𝑦, �̂�) is the correlation between actual consumption and imputed 
consumption for the target survey. True poverty rate is the estimate directly obtained from the survey data. 
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Table B.12. Predicted Poverty Rates Based on Imputation with Dummy Variables Indicating More Disaggregated Food Item 
Consumption, Vietnam 2014 (percentage)  

Method Model 14 Model 15 Model 16 Model 17 Model 18 Model 19 Model 20 Model 21 

1) Normal linear regression model 13.0* 13.0* 13.0* 13.0* 13.0* 13.0* 13.0* 13.2* 
(0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) 

2) Empirical distribution of the error 
terms 

12.9* 12.9* 12.9* 12.9* 12.9* 12.9* 12.9* 13.1* 
(0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) (0.4) 

         
Control variables         
Had rice expenditures Y        
Had meat expenditures  Y       
Had seafood expenditures   Y      
Had vegetable & fruit expenditures    Y     
Had lard & cooking oil expenditures     Y    
Had milk products expenditures      Y   
Had drink expenditures       Y  
Had food-away-from-home 
expenditures        Y 

Household assets & house 
characteristics Y Y Y Y Y Y Y Y 

Demographics & employment Y Y Y Y Y Y Y Y 
R2 0.68 0.71 0.69 0.71 0.69 0.70 0.70 0.71 

𝜌(𝑦, �̂�) 0.69 0.68 0.67 0.67 0.68 0.68 0.67 0.69 
N 9300 9300 9300 9300 9300 9300 9300 9300 
True poverty rate 13.2 
  (0.4) 
Note: Estimates that fall within the 95% CI of the true rates are shown in bold; estimates that fall within one standard error of the true rates 
are shown in bold and with a star "*". Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with 
population weights. Method 1 uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses 
the empirical distribution of the error terms. Both methods employ commune random effects. Imputed poverty rates for 2014 use the estimated 
parameters based on the 2012 data. 1000 simulations are implemented. 𝜌(𝑦, �̂�) is the correlation between actual consumption and imputed 
consumption for the target survey. True poverty rate is the estimate directly obtained from the survey data. 
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Table B.13. Predicted Poverty Rates Based on Imputation, from 2010/11 to 2016/17, Malawi (percentage) 

Method 2016/17 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Normal linear regression 
model 

58.9 57.3 51.4* 53.9 57.0 56.4 56.8 51.8* 50.3 
(0.7) (0.8) (0.9) (0.8) (0.8) (0.8) (0.8) (0.8) (0.7) 

2) Empirical distribution of 
the error terms 

59.2 57.2 51.7* 54.2 57.1 56.4 56.8 51.9* 50.8* 
(0.7) (0.8) (0.9) (0.8) (0.8) (0.8) (0.8) (0.8) (0.7) 

          
Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Furnishings and household 
expenses     Y     

Health expenditures      Y    
Education expenditures       Y   
Utilities: water, kerosene, 
lighting        Y Y 

Household assets & house 
characteristics  Y Y Y Y Y Y Y  

Demographics & 
employment Y Y Y Y Y Y Y Y Y 

R2 0.46 0.62 0.93 0.85 0.65 0.63 0.62 0.65 0.54 
𝜌(𝑦, �̂�) 0.49 0.63 0.91 0.83 0.66 0.65 0.62 0.65 0.56 
N 12,446 12,446 12,446 12,446 12,446 12,446 12,446 12,446 12,446 
True poverty rate 51.5 
  (0.9) 
Note: Estimates shown in boldface or with a “*” respectively fall within the 95% confidence interval or one standard error of the true poverty 
rate. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses 
the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error 
terms. Both methods employ cluster random effects. Imputed poverty rates for 2016/17 use the estimated parameters based on the 2010/11 
data. 1000 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. 𝜌(𝑦, �̂�) is the correlation 
between actual consumption and imputed consumption for the target survey. 

 

 



 

66 
 

Table B.14. Predicted Poverty Rates Based on Imputation, from 2008/09 to 2010/11, Tanzania (percentage) 

Method 2010/11 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Normal linear regression 
model 

17.6* 14.4 18.8* 15.6 14.2 14.8 14.5 16.1 18.9* 
(0.9) (0.9) (1.0) (1.0) (0.9) (0.9) (0.9) (1.0) (1.0) 

2) Empirical distribution of 
the error terms 

17.4* 14.0 18.8* 15.3 13.9 14.5 14.0 15.7 18.6* 
(0.9) (0.9) (1.0) (1.0) (0.9) (0.9) (0.9) (1.0) (1.0) 

          
Control variables          

          
Food expenditures   Y       
Non-food expenditures    Y      
Furnishings and household 
expenses     Y     

Health expenditures      Y    
Education expenditures       Y   
Utilities: water, kerosene, 
lighting        Y Y 

Household assets & house 
characteristics  Y Y Y Y Y Y Y  

Demographics & employment Y Y Y Y Y Y Y Y Y 
R2 0.43 0.56 0.92 0.76 0.58 0.58 0.56 0.59 0.50 
𝜌(𝑦, �̂�) 0.43 0.57 0.92 0.75 0.57 0.59 0.55 0.59 0.51 
N 3,823 3,823 3,823 3,823 3,823 3,823 3,823 3,823 3,823 
True poverty rate 18.0 
  (1.1) 
Note: Estimates shown in boldface or with a “*” respectively fall within the 95% confidence interval or one standard error of the true poverty 
rate. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses 
the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error 
terms. Both methods employ cluster random effects. Imputed poverty rates for 2010/11 use the estimated parameters based on the 2008/09 data. 
1000 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. 𝜌(𝑦, �̂�) is the correlation between 
actual consumption and imputed consumption for the target survey. 
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Table B.15. Predicted Poverty Rates Based on MI Imputation from 2014 to 2016, Vietnam (percentage)  

Method 2012/13 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Linear regression method 14.3 12.4 5.5 7.9 9.7* 11.7 12.2 10.6 9.2* 
 (0.1) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 

2) Predictive mean matching 13.5 12.0 5.2 7.9 9.3* 11.5 11.9 10.5 9.4* 
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 

          
                   

Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Infrequent non-food expenditures     Y     
Health expenditures      Y    
Education expenditures       Y   
Utilities: electricity, fuel, water, garbage        Y Y 
Household assets & house characteristics  Y Y Y Y Y Y Y  
Demographics & employment Y Y Y Y Y Y Y Y Y 
N 9,347 9,347 9,347 9,347 9,347 9,347 9,347 9,347 9,347 

True poverty rate 
9.6 

 

  
(0.4) 

 
Note: Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. We use five 
nearest neighbors with the predictive mean matching method. Imputed log of consumption per capita for 2016 use the estimated parameters 
based on the 2014 data. 50 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. Estimates 
shown in boldface or with a “*” respectively fall within the 95% confidence interval or one standard error of the true poverty rate. 
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Table B.16. Predicted Poverty Rates Based on MI Imputation from 2010 to 2013, Malawi (percentage) 

Method 2013 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Linear regression method 31.5 32.6 27.1 31.6 31.4 32.3 32.3 33.5 32.8 
 (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) 

2) Predictive mean matching 31.4 32.3 27.1 31.4 31.1 32.2 32.3 33.3 33.2 
(0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1)           

Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Furnishings and household expenses     Y     
Health expenditures      Y    
Education expenditures       Y   
Utilities: water, kerosene, lighting        Y Y 
Household assets & house characteristics  Y Y Y Y Y Y Y  
Demographics & employment Y Y Y Y Y Y Y Y Y 
N 4,000 4,000 4,000 4,000 4,000 4,000 4,000 4,000 4,000 
True poverty rate 37.9 
  (1.7) 
Note: Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. We use five 
nearest neighbors with the predictive mean matching method. Imputed log of consumption per capita for 2013 use the estimated parameters 
based on the 2010 data. 50 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. Estimates 
shown in boldface or with a “*” respectively fall within the 95% confidence interval or one standard error of the true poverty rate. 
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Table B.17. Predicted Poverty Rates Based on MI Imputation from 2010/11 to 2012/13, Nigeria (percentage) 

Method 2012/13 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Linear regression method 26.9 25.3 23.4 28.0* 25.1 24.9 25.2 25.0 26.7 
 (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) 

2) Predictive mean matching 27.1 25.2 23.4 27.8* 25.5 25.0 25.5 25.1 26.9 
(0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1)           

Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Infrequent non-food expenditures     Y     
Health expenditures      Y    
Education expenditures       Y   
Utilities: electricity, fuel, water, garbage        Y Y 
Household assets & house characteristics  Y Y Y Y Y Y Y  
Demographics & employment Y Y Y Y Y Y Y Y Y 
N 4,406 4,406 4,406 4,406 4,406 4,406 4,406 4,406 4,406 

True poverty rate 
28.7 

 

  
(1.2) 

 
Note: Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. We use five 
nearest neighbors with the predictive mean matching method. Imputed log of consumption per capita for 2012/13 use the estimated parameters 
based on the 2010/11 data. 50 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. Estimates 
shown in boldface or with a “*” respectively fall within the 95% confidence interval or one standard error of the true poverty rate. 
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Table B.18. Predicted Poverty Rates Based on MI Imputation from 2010/11 to 2012/13, Tanzania (percentage) 

Method 2012/13 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Linear regression method 13.5 12.2 12.7 14.9 12.3 12.3 12.1 13.3 15.5 
 (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) 

2) Predictive mean matching 12.4 11.5 12.3 13.9 11.7 11.7 11.4 12.4 13.4 
(0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1) (0.1)           

Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Furnishings and household expenses     Y     
Health expenditures      Y    
Education expenditures       Y   
Utilities: water, kerosene, lighting        Y Y 
Household assets & house characteristics  Y Y Y Y Y Y Y  
Demographics & employment Y Y Y Y Y Y Y Y Y 
N 4,858 4,858 4,858 4,858 4,858 4,858 4,858 4,858 4,858 
True poverty rate 20.8 
  (1.0) 
Note: Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. We use five 
nearest neighbors with the predictive mean matching method. Imputed log of consumption per capita for 2012/13 use the estimated parameters 
based on the 2010/11 data. 50 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. Estimates 
shown in boldface or with a “*” respectively fall within the 95% confidence interval or one standard error of the true poverty rate. 
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Table B.19. Predicted Poverty Rates Based on Imputation from (one half) 2014 to (another half) 2016, Vietnam (percentage)  

Method 2016 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Normal linear regression model 15.1 13.2 5.9 8.2 10.4 12.3 13.1 11.4 9.8 
(0.6) (0.6) (0.4) (0.5) (0.5) (0.6) (0.6) (0.6) (0.5) 

2) Empirical distribution of the error 
terms 

14.7 12.9 5.7 8.2 10.1 12.0 12.9 11.1 9.1* 
(0.6) (0.6) (0.4) (0.5) (0.5) (0.6) (0.6) (0.6) (0.5)           

Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Infrequent non-food expenditures     Y     
Health expenditures      Y    
Education expenditures       Y   
Utilities: electricity, fuel, water, garbage        Y Y 
Household assets & house characteristics  Y Y Y Y Y Y Y  
Demographics & employment Y Y Y Y Y Y Y Y Y 
R2 0.46 0.69 0.86 0.94 0.73 0.71 0.69 0.70 0.56 
𝜌(𝑦, �̂�) 0.49 0.70 0.87 0.94 0.74 0.71 0.70 0.71 0.57 
N 4,671 4,671 4,671 4,671 4,671 4,671 4,671 4,671 4,671 

True poverty rate 
9.2 

 

  
(0.5) 

 
Note: Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 
uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the 
error terms. Both methods employ cluster random effects. Imputed poverty rates for 2016 use the estimated parameters based on the 2014 data. 
100 simulations are implemented. True poverty rate is the estimate directly obtained from the survey data. The estimation sample is generated 
by splitting the 2014 and 2016 data into two random samples. The imputed poverty rate for sample 2 in 2016 use the estimated parameters 
based on the sample 1 in 2014. 1000 simulations are implemented. 𝜌(𝑦, �̂�) is the correlation between actual consumption and imputed 
consumption for the target survey. True poverty rate is the estimate directly obtained from the sample 2 in 2016. 
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Table B.20. Predicted Poverty Rates Based on Imputation from (one half) 2010 to (another half) 2013, Malawi (percentage) 

Method 2013 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Normal linear regression model 39.0 40.7 35.2* 39.0 38.9 40.6 40.5 41.4 39.9 
(1.6) (1.7) (1.8) (1.8) (1.7) (1.7) (1.7) (1.7) (1.7) 

2) Empirical distribution of the error 
terms 

39.2 40.8 35.4* 39.1 39.0 40.7 40.5 41.5 40.4 
(1.6) (1.7) (1.8) (1.8) (1.7) (1.7) (1.7) (1.7) (1.7)           

Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Furnishings and household expenses     Y     
Health expenditures      Y    
Education expenditures       Y   
Utilities: water, kerosene, lighting        Y Y 
Household assets & house characteristics  Y Y Y Y Y Y Y  
Demographics & employment Y Y Y Y Y Y Y Y Y 
R2 0.52 0.67 0.93 0.87 0.71 0.67 0.67 0.70 0.59 
𝜌(𝑦, �̂�) 0.48 0.66 0.92 0.86 0.70 0.67 0.65 0.70 0.48 
N 2,000 2,000 2,000 2,000 2,000 2,000 2,000 2,000 2,000 
True poverty rate 36.8 
  (1.9) 
Note: Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 
uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the 
error terms. Both methods employ cluster random effects. The estimation sample is generated by splitting the 2010 and 2013 data into two 
random samples. The imputed poverty rate for sample 2 in 2013 use the estimated parameters based on the sample 1 in 2010. 1000 simulations 
are implemented. 𝜌(𝑦, �̂�) is the correlation between actual consumption and imputed consumption for the target survey. True poverty rate is 
the estimate directly obtained from the sample 2 in 2013. 
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Table B.21. Predicted Poverty Rates Based on Imputation from (one half) 2010/11 to (another half) 2012/13, Nigeria 
(percentage) 

Method 2012/13 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Normal linear regression model 31.2* 29.3* 26.9 32.3 29.2* 28.9* 29.5* 29.2* 30.9* 
(1.5) (1.5) (1.5) (1.5) (1.5) (1.5) (1.5) (1.5) (1.5) 

2) Empirical distribution of the error 
terms 

31.3 29.3* 27.1 32.4 29.1* 28.9* 29.6* 29.2* 31.0* 
(1.5) (1.5) (1.5) (1.5) (1.5) (1.5) (1.5) (1.5) (1.5)           

Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Infrequent non-food expenditures     Y     
Health expenditures      Y    
Education expenditures       Y   
Utilities: electricity, fuel, water, garbage        Y Y 
Household assets & house characteristics  Y Y Y Y Y Y Y  
Demographics & employment Y Y Y Y Y Y Y Y Y 
R2 0.43 0.55 0.92 0.73 0.57 0.57 0.56 0.56 0.44 
𝜌(𝑦, �̂�) 0.39 0.56 0.94 0.75 0.55 0.55 0.54 0.53 0.41 
N 2,195 2,195 2,195 2,195 2,195 2,195 2,195 2,195 2,195 

True poverty rate 
29.8 

 

  
(1.5) 

 
Note: Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 
uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the 
error terms. Both methods employ cluster random effects. The estimation sample is generated by splitting the 2010/11 and 2012/13 data into 
two random samples. The imputed poverty rate for sample 2 in 2012/13 use the estimated parameters based on the sample 1 in 2010/11. 1000 
simulations are implemented. 𝜌(𝑦, �̂�) is the correlation between actual consumption and imputed consumption for the target survey. True 
poverty rate is the estimate directly obtained from the sample 2 in 2012/13.Consumption expenditures in post-harvest period are measured in 
2011 PPP$. The poverty line is set at $1.90 in 2011 PPP$ 

  

 
 



 

74 
 

Table B.22. Predicted Poverty Rates Based on Imputation from (one half) 2010/11 to (another half) 2012/13, Tanzania 
(percentage) 

Method 2012/13 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Normal linear regression model 19.3 18.2 19.4 22.0* 18.5 18.5 18.3 20.3* 22.3 
(1.2) (1.2) (1.3) (1.3) (1.2) (1.3) (1.2) (1.3) (1.3) 

2) Empirical distribution of the error 
terms 

18.8 17.9 19.3 21.6* 18.2 18.2 17.9 20.1* 22.0 
(1.2) (1.2) (1.3) (1.3) (1.2) (1.2) (1.2) (1.3) (1.3)           

Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Furnishings and household expenses     Y     
Health expenditures      Y    
Education expenditures       Y   
Utilities: water, kerosene, lighting        Y Y 
Household assets & house characteristics  Y Y Y Y Y Y Y  
Demographics & employment Y Y Y Y Y Y Y Y Y 
R2 0.46 0.60 0.92 0.75 0.61 0.61 0.60 0.61 0.50 
𝜌(𝑦, �̂�) 0.45 0.59 0.93 0.77 0.61 0.61 0.60 0.61 0.49 
N 2,426 2,426 2,426 2,426 2,426 2,426 2,426 2,426 2,426 
True poverty rate 20.8 
  (1.3) 
Note: Standard errors in parentheses are adjusted for complex survey design. Estimates shown in boldface or with a “*” respectively fall within 
the 95% confidence interval or one standard error of the true poverty rate. All estimates are obtained with population weights. Method 1 uses the 
normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error terms. 
Both methods employ cluster random effects. The estimation sample is generated by splitting the 2010/11 and 2012/13 data into two random 
samples. The imputed poverty rate for sample 2 in 2012/13 use the estimated parameters based on the sample 1 in 2010/11. 1000 simulations are 
implemented. 𝜌(𝑦, �̂�) is the correlation between actual consumption and imputed consumption for the target survey. True poverty rate is the 
estimate directly obtained from the sample 2 in 2012/13. 
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Table B.23. Predicted Poverty Rates Based on Within-Year Imputation in 2018/19, Ethiopia (percentage) 

Method 2018/19 
Model 1 Model 2 Model 3 Model 4 Model 7 Model 8 Model 9 

1) Normal linear regression model 43.9 45.0 42.0* 45.0 45.0 44.9 44.2 
(1.6) (1.6) (2.3) (1.7) (1.6) (1.6) (1.6) 

2) Empirical distribution of the error 
terms 

44.4 46.0 42.0* 46.5 46.0 46.0 45.0 
(1.6) (1.6) (2.3) (1.7) (1.6) (1.7) (1.6) 

        
Control variables        
Food expenditures   Y     
Non-food expenditures    Y    
Education expenditures     Y   
Utilities: water, kerosene, lighting      Y Y 
Household assets & house 
characteristics  Y Y Y Y Y  

Demographics & employment Y Y Y Y Y Y Y 
R2 0.42 0.49 0.95 0.60 0.49 0.51 0.47 
𝜌(𝑦, �̂�) 0.42 0.48 0.96 0.60 0.49 0.50 0.45 
N 3,368 3,368 3,368 3,368 3,368 3,368 3,368 
True poverty rate 40.8 
  (2.4) 
Note: Estimates shown in boldface or with a “*” respectively fall within the 95% confidence interval or one standard error of the true poverty 
rate. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses 
the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error 
terms. Both methods employ cluster random effects. The estimation sample is generated by splitting the data into two random samples. The 
imputed poverty rate for sample 2 use the estimated parameters based on the sample 1. 1000 simulations are implemented. 𝜌(𝑦, �̂�) is the correlation 
between actual consumption and imputed consumption for the target survey. True poverty rate is the estimate directly obtained from the sample 
2.  
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Table B.24. Predicted Poverty Rates Based on Within-Year Imputation in 2013, Malawi (percentage) 

Method 2013 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Normal linear regression model 34.2 36.8* 36.3* 35.5* 36.0* 36.7* 36.8* 36.0* 33.7 
(1.5) (1.6) (1.8) (1.8) (1.7) (1.7) (1.7) (1.7) (1.6) 

2) Empirical distribution of the error 
terms 

34.7 36.8* 36.5* 35.6* 36.3* 36.7* 36.8* 36.2* 34.3 
(1.6) (1.7) (1.8) (1.8) (1.7) (1.7) (1.7) (1.7) (1.6) 

          
Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Furnishings and household expenses     Y     
Health expenditures      Y    
Education expenditures       Y   
Utilities: water, kerosene, lighting        Y Y 
Household assets & house 
characteristics  Y Y Y Y Y Y Y  

Demographics & employment Y Y Y Y Y Y Y Y Y 
R2 0.46 0.65 0.93 0.86 0.70 0.65 0.65 0.69 0.56 
𝜌(𝑦, �̂�) 0.54 0.65 0.91 0.84 0.70 0.66 0.64 0.67 0.59 
N 2,000 2,000 2,000 2,000 2,000 2,000 2,000 2,000 2,000 
True poverty rate 36.8 
  (1.9) 
Note: Estimates shown in boldface or with a “*” respectively fall within the 95% confidence interval or one standard error of the true poverty 
rate. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses 
the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error 
terms. Both methods employ cluster random effects. The estimation sample is generated by splitting the data into two random samples. The 
imputed poverty rate for sample 2 use the estimated parameters based on the sample 1. 1000 simulations are implemented. 𝜌(𝑦, �̂�) is the correlation 
between actual consumption and imputed consumption for the target survey. True poverty rate is the estimate directly obtained from the sample 
2.  
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Table B.25. Predicted Poverty Rates Based on Within-Year Imputation in 2012/13, Nigeria (percentage)  

Method 
2012/13 

Model 
1 

Model 
2 

Model 
3 

Model 
4 

Model 
5 

Model 
6 

Model 
7 

Model 
8 Model 9 

1) Normal linear regression model 28.9* 27.7 29.7* 27.4 27.6 27.5 27.7 27.6 28.7* 
(1.4) (1.4) (1.5) (1.4) (1.4) (1.4) (1.4) (1.4) (1.4) 

2) Empirical distribution of the error 
terms 

28.9* 27.9* 29.9* 27.3 27.7 27.5 27.9* 27.7 28.7* 
(1.4) (1.4) (1.5) (1.4) (1.4) (1.4) (1.4) (1.4) (1.4) 

          
Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Infrequent non-food expenditures     Y     
Health expenditures      Y    
Education expenditures       Y   
Utilities: electricity, fuel, water, garbage        Y Y 
Household assets & house 
characteristics  Y Y Y Y Y Y Y  
Demographics & employment Y Y Y Y Y Y Y Y Y 
R2 0.43 0.56 0.95 0.74 0.57 0.57 0.57 0.56 0.44 
𝜌(𝑦, �̂�) 0.43 0.54 0.92 0.72 0.56 0.58 0.56 0.58 0.43 
N 2,197 2,197 2,197 2,197 2,197 2,197 2,197 2,197 2,197 
True poverty rate 29.3 
  (1.5) 
Note: Estimates shown in boldface or with a “*” respectively fall within the 95% confidence interval or one standard error of the true poverty 
rate. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses 
the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error 
terms. Both methods employ commune random effects. The estimation sample is generated by splitting the data into two random samples. The 
imputed poverty rate for sample 2 use the estimated parameters based on the sample 1. 1000 simulations are implemented. True poverty rate 
is the estimate directly obtained from the sample 2. 𝜌(𝑦, �̂�) is the correlation between actual consumption and imputed consumption for the 
target survey. Consumption expenditures are measured in 2011 PPP$. The poverty line is set at $1.90 in 2011 PPP$.  
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Table B.26. Predicted Poverty Rates Based on Within-Year Imputation in 2012/13, Tanzania (percentage) 

Method 2012/13 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Normal linear regression model 19.7* 21.0* 21.2* 20.9* 20.7* 20.9* 21.0* 21.1* 20.0* 
(1.2) (1.3) (1.4) (1.3) (1.3) (1.3) (1.3) (1.3) (1.2) 

2) Empirical distribution of the error 
terms 

18.9 20.5* 21.2* 20.7* 20.2* 20.5* 20.5* 20.8* 19.5* 
(1.2) (1.3) (1.4) (1.3) (1.3) (1.3) (1.3) (1.3) (1.2) 

          
Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Furnishings and household expenses     Y     
Health expenditures      Y    
Education expenditures       Y   
Utilities: water, kerosene, lighting        Y Y 
Household assets & house 
characteristics  Y Y Y Y Y Y Y  

Demographics & employment Y Y Y Y Y Y Y Y Y 
R2 0.40 0.55 0.93 0.75 0.56 0.57 0.55 0.56 0.44 
𝜌(𝑦, �̂�) 0.41 0.61 0.93 0.77 0.59 0.59 0.57 0.57 0.45 
N 2,426 2,426 2,426 2,426 2,426 2,426 2,426 2,426 2,426 
True poverty rate 20.8 
  (1.3) 
Note: Estimates shown in boldface or with a “*” respectively fall within the 95% confidence interval or one standard error of the true poverty 
rate. Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with population weights. Method 1 uses 
the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the empirical distribution of the error 
terms. Both methods employ cluster random effects. The estimation sample is generated by splitting the data into two random samples. The 
imputed poverty rate for sample 2 use the estimated parameters based on the sample 1. 1000 simulations are implemented. 𝜌(𝑦, �̂�) is the correlation 
between actual consumption and imputed consumption for the target survey. True poverty rate is the estimate directly obtained from the sample 
2.  
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Table B.27. Predicted Poverty Rates Based on Within-Year Imputation in 2016, Vietnam (percentage)  

Method 2016 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 

1) Normal linear regression model 10.1 10.2 10.1 9.0* 10.1 10.2 10.2 9.8 9.1* 
(0.5) (0.5) (0.6) (0.5) (0.5) (0.5) (0.5) (0.5) (0.5) 

2) Empirical distribution of the error 
terms 

9.8 10.0 10.0 8.9* 9.9 9.9 10.0 9.6 8.6* 
(0.5) (0.5) (0.6) (0.5) (0.5) (0.5) (0.5) (0.5) (0.5) 

          
Control variables          
Food expenditures   Y       
Non-food expenditures    Y      
Durables expenditures     Y     
Health expenditures      Y    
Education expenditures       Y   
Electricity, water, & garbage 
expenditures        Y Y 

Household assets & house characteristics  Y Y Y Y Y Y Y  
Demographics & employment Y Y Y Y Y Y Y Y Y 
R2 0.47 0.69 0.87 0.95 0.74 0.71 0.70 0.71 0.59 
𝜌(𝑦, �̂�) 0.47 0.70 0.87 0.94 0.75 0.71 0.70 0.71 0.57 
N 4,679 4,679 4,679 4,679 4,679 4,679 4,679 4,679 4,679 
True poverty rate 9.0 
  (0.5) 
Note: Estimates that fall within the 95% CI of the true rates are shown in bold; estimates that fall within one standard error of the true rates are 
shown in bold and with a star "*". Standard errors in parentheses are adjusted for complex survey design. All estimates are obtained with 
population weights. Method 1 uses the normal linear regression model with the theoretical distribution of the error terms and Method 2 uses the 
empirical distribution of the error terms. Both methods employ commune random effects. The estimation sample is generated by splitting the data 
into two random samples. The imputed poverty rate for sample 2 use the estimated parameters based on the sample 1. 1000 simulations are 
implemented. 𝜌(𝑦, �̂�) is the correlation between actual consumption and imputed consumption for the target survey. True poverty rate is the 
estimate directly obtained from the sample 2.  
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Table B.28. Meta-analysis of Imputation Models and Their Parameters, Logit Regressions 

  
All Country Urban Rural 

Spec. 1 Spec. 2 Spec. 3 Spec. 4 Spec. 5 Spec. 6 
Imputation model       
Model 2: Demographics, employment, assets, 
house characteristics 

1.237 0.032 2.029*** 6.983** 1.775 1.394 
(1.64) (1.86) (0.36) (3.12) (2.23) (1.91) 

Model 3  1.794** -1.429 0.000 0.000 3.534** 2.583 
(adds food exp. to Model 2) (0.88) (1.70) (.) (.) (1.45) (2.24) 
Model 4  0.000 -3.080*** 3.090 13.129* 1.347** 0.464 
(adds nonfood exp. to Model 2) (.) (0.92) (3.30) (7.92) (0.63) (1.57) 
Model 5  0.958 -0.549 1.491 7.252* 2.501 2.095 
(adds durables exp. to Model 2) (1.49) (1.68) (0.95) (4.41) (2.10) (1.98) 
Model 6 0.958 -0.435 2.029*** 7.298** 0.812 0.349 
(adds health exp. to Model 2) (1.49) (1.70) (0.36) (3.27) (2.01) (1.59) 
Model 7 1.237 0.008 2.029*** 7.068** 1.775 1.386 
(adds education exp. to Model 2) (1.64) (1.85) (0.36) (3.16) (2.23) (1.90) 
Model 8 1.513* 0.231 2.551*** 8.003** 2.840** 2.494** 
(adds utilities exp. to Model 2) (0.91) (1.15) (0.40) (4.07) (1.20) (1.21) 
Model 9 4.081*** 3.991*** 3.090*** 5.369*** 4.893*** 4.884*** 
(adds utilities exp. to demographic & employment) (0.70) (1.01) (1.14) (1.00) (1.48) (1.43) 
Model 10 0.667 -0.659 3.090*** 8.227* 1.775 1.402 
(adds distance to facilities to Model 2) (1.99) (2.13) (1.08) (4.56) (2.23) (1.88) 
Model 11 1.237 0.059 2.029*** 6.976** 1.775 1.413 
(adds agricultural soil quality to Model 2) (1.64) (1.85) (0.36) (3.13) (2.23) (1.89) 
Model 12 2.421 2.232 4.343*** 6.904*** 3.915** 3.933** 
(adds distance to facilities to Model 9) (2.19) (2.35) (0.40) (1.72) (1.68) (1.59) 
Model 13 4.081*** 4.043*** 3.672*** 5.973*** 4.893*** 4.985*** 
(adds agricultural soil quality to Model 9) (0.70) (1.00) (0.71) (1.25) (1.48) (1.45) 
Other model parameters       
True poverty rate  0.218***  -0.451*  0.130 

  (0.06)  (0.25)  (0.11) 
Log of sample size of base survey  1.655***  -12.792**  5.159*** 

  (0.45)  (5.48)  (1.66) 
Interval length between base & target surveys  -2.527***  2.221*  -3.222** 

  (0.57)  (1.34)  (1.43) 
Number of pairs of rounds  -0.279**  6.523***  -3.621*** 

  (0.12)  (2.21)  (1.20) 
R squared  8.104***  -20.922*  1.847 

  (1.59)  (12.71)  (2.23) 
Estimation model       
Normal linear regression model  0.181**  0.181  0.289*** 

  (0.08)  (0.36)  (0.11) 
Constant -1.250 -17.731*** -1.704*** 85.640** -1.948 -33.227*** 

 (1.18) (5.36) (0.18) (38.85) (1.56) (11.84) 
Country FE Yes No Yes No Yes No 
Log likelihood -112.85 -100.30 -61.81 -68.06 -88.23 -84.85 
Pseudo R2 0.21 0.30 0.26 0.48 0.29 0.41 
N 208 208 120 192 182 208 
Note: * p<0.10, ** p<0.05  *** p<0.01.Estimation results are obtained from the logit regressions. The outcome variable is a binary variable that 
indicates whether the predicted poverty rate is statistically insignificantly different from the true poverty rate. Robust standard errors are in 
parentheses are clustered at the country level. The reference groups are Model 1 (demographics and employment) for the imputation models, 
all the country for the geographical region, the empirical distribution of the error terms for the estimation model, and Vietnam for the countries. 
Some observations are dropped for perfect prediction. 



 

81 
 

Table B.29. Meta-analysis of Imputation Models and Their Parameters, Ordered Logit 
Regressions   

  
All Country Urban Rural 

Spec. 1 Spec. 2 Spec. 3 Spec. 4 Spec. 5 Spec. 6 
Imputation model       
Model 2: Demographics, employment, assets, 
house characteristics 

1.113 0.575 1.740*** 2.974 2.104 2.498 
(1.78) (2.78) (0.27) (3.85) (1.42) (1.92) 

Model 3  1.444** 0.142 3.679*** 5.875 3.080** 4.078 
(adds food exp. to Model 2) (0.72) (3.40) (1.07) (6.52) (1.46) (2.88) 
Model 4  -0.144 -1.277 2.856 5.358 0.915 1.712 
(adds nonfood exp. to Model 2) (0.20) (2.40) (1.80) (8.31) (0.67) (1.48) 
Model 5  0.823 0.228 1.589*** 2.961 2.302** 2.819 
(adds durables exp. to Model 2) (1.62) (2.86) (0.37) (4.54) (1.13) (1.98) 
Model 6 0.612 0.003 1.740*** 3.057 0.482 0.855 
(adds health exp. to Model 2) (1.48) (2.61) (0.27) (4.09) (1.07) (1.46) 
Model 7 1.113 0.567 1.740*** 2.993 2.104 2.505 
(adds education exp. to Model 2) (1.78) (2.79) (0.27) (3.90) (1.42) (1.93) 
Model 8 1.411 0.888 2.283*** 3.551 2.397*** 2.763** 
(adds utilities exp. to Model 2) (1.10) (2.25) (0.23) (4.29) (0.62) (1.34) 
Model 9 2.346*** 2.196* 2.210 2.679 4.544*** 4.758*** 
(adds utilities exp. to demographic & employment) (0.81) (1.17) (1.45) (1.91) (0.54) (0.77) 
Model 10 0.599 0.077 2.532*** 3.782 2.104 2.531 
(adds distance to facilities to Model 2) (1.99) (2.92) (0.76) (4.35) (1.42) (1.92) 
Model 11 1.113 0.590 1.740*** 2.912 2.104 2.521 
(adds agricultural soil quality to Model 2) (1.78) (2.76) (0.27) (3.83) (1.42) (1.91) 
Model 12 2.156 2.023 2.766** 3.130 4.108*** 4.353*** 
(adds distance to facilities to Model 9) (1.78) (2.04) (1.20) (2.03) (0.89) (0.98) 
Model 13 2.346*** 2.209* 2.498* 2.909 4.544*** 4.800*** 
(adds agricultural soil quality to Model 9) (0.81) (1.16) (1.28) (1.93) (0.54) (0.77) 
Other model parameters       
True poverty rate  0.108  -0.279***  0.118 
  (0.09)  (0.06)  (0.12) 
Log of sample size of base survey  1.267*  -6.369***  3.117*** 
  (0.70)  (1.69)  (0.97) 
Interval length between base & target surveys  -1.453*  0.834  -2.390** 
  (0.79)  (0.55)  (0.99) 
Number of pairs of rounds  -0.265  3.005**  -0.806 
  (0.68)  (1.25)  (1.14) 
R squared  2.784  -5.645  -1.804 
  (6.00)  (16.40)  (3.31) 
Estimation model       
Normal linear regression model  0.028  0.246*  0.220*** 
  (0.09)  (0.13)  (0.06) 
Country FE Yes No Yes No Yes No 
Threshold 1 0.874 11.552* 1.118** -41.926*** 1.753** 23.382*** 
 (1.22) (6.08) (0.49) (15.13) (0.77) (8.18) 
Threshold 2 1.950 12.663** 2.477*** -40.654*** 2.747*** 24.397*** 
 (1.20) (6.22) (0.35) (14.89) (0.69) (8.35) 
Log likelihood -198.23 -193.39 -147.62 -154.36 -150.06 -147.99 
Pseudo R2 0.10 0.12 0.32 0.29 0.27 0.28 
N 208 208 208 208 208 208 
Note: * p<0.10, ** p<0.05  *** p<0.01.Estimation results are obtained from the ordered logit regressions. The outcome variable is a discrete 
variable that equals 1 and 2 respectively if the predicted poverty rate falls within the 95% CI and one standard error of the true poverty rate; 
this variable equals 0 otherwise.  Robust standard errors are in parentheses are clustered at the country level. The reference groups are Model 
1 (demographics and employment) for the imputation models, all the country for the geographical region, the empirical distribution of the 
error terms for the estimation model, and Vietnam for the countries.  
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Table B.30. Meta-analysis of Imputation Models and Their Parameters, Logit Regressions 
with More Parsimonious Models 

  
All Country Urban Rural 

Spec. 1 Spec. 2 Spec. 3 Spec. 4 Spec. 5 Spec. 6 
Imputation model       
Model 2a: demographics 0.000 0.039* 0.000 -0.064 0.000 0.007 
 (0.00) (0.02) (.) (0.07) (0.00) (0.01) 
Model 2b: demographics, assets 1.201 0.347 2.054*** 4.900* 2.485 2.267 
 (1.60) (2.00) (0.33) (2.88) (2.09) (2.18) 
Model 2c: demographics, house characteristics -0.404 -1.153 0.879*** 2.557 0.000 -0.201 
 (0.98) (1.28) (0.06) (1.84) (1.93) (1.58) 
Model 2: Demographics, employment, assets, 
house characteristics 

1.201 0.092 2.054*** 5.567 1.768 1.430 
(1.60) (2.05) (0.33) (3.58) (2.22) (2.13) 

Model 3  1.746** -1.245 0.000 0.000 3.497** 2.691 
(adds food exp. to Model 2) (0.84) (2.41) (.) (.) (1.39) (2.33) 
Model 4  0.000 -2.847* 3.156 10.226 1.343** 0.575 
(adds nonfood exp. to Model 2) (0.00) (1.47) (3.53) (9.08) (0.62) (1.52) 
Model 5  0.929 -0.454 1.504 5.598 2.485 2.133 
(adds durables exp. to Model 2) (1.44) (1.95) (0.99) (5.00) (2.09) (2.21) 
Model 6 0.929 -0.355 2.054*** 5.789 0.810 0.399 
(adds health exp. to Model 2) (1.44) (1.93) (0.33) (3.75) (2.01) (1.82) 
Model 7 1.201 0.070 2.054*** 5.628 1.768 1.423 
(adds education exp. to Model 2) (1.60) (2.04) (0.33) (3.63) (2.22) (2.13) 
Model 8 1.470* 0.290 2.594*** 6.445 2.818** 2.520* 
(adds utilities exp. to Model 2) (0.85) (1.40) (0.47) (4.60) (1.20) (1.39) 
Model 9 4.007*** 3.965*** 3.156*** 4.732*** 4.827*** 4.840*** 
(adds utilities exp. to demographic & employment) (0.63) (1.09) (1.11) (1.15) (1.52) (1.56) 
Model 10 0.646 -0.570 3.156*** 6.768 1.768 1.438 
(adds distance to facilities to Model 2) (1.93) (2.25) (1.21) (5.07) (2.22) (2.11) 
Model 11 1.201 0.117 2.054*** 5.561 1.768 1.447 
(adds agricultural soil quality to Model 2) (1.60) (2.03) (0.33) (3.59) (2.22) (2.12) 
Model 12 2.362 2.196 4.454*** 6.202*** 3.869** 3.894** 
(adds distance to facilities to Model 9) (2.13) (2.28) (0.33) (2.05) (1.70) (1.70) 
Model 13 4.007*** 3.995*** 3.762*** 5.342*** 4.827*** 4.929*** 
(adds agricultural soil quality to Model 9) (0.63) (1.08) (0.65) (1.51) (1.52) (1.57) 
Other model parameters       
True poverty rate  0.194**  -0.498*  0.160 
  (0.08)  (0.26)  (0.10) 
Log of sample size of base survey  1.046*  -12.708**  4.549*** 
  (0.55)  (5.87)  (1.41) 
Interval length between base & target surveys  -2.228***  2.072  -3.270*** 
  (0.81)  (1.49)  (1.26) 
Number of pairs of rounds  -0.088  5.843**  -2.750*** 
  (0.31)  (2.39)  (0.91) 
R squared  7.549**  -14.821  1.576 
  (3.16)  (14.06)  (2.00) 
Estimation model       
Normal linear regression model  0.192**  0.073  0.244 
  (0.08)  (0.33)  (0.18) 
Constant -1.287 -12.785** -1.690*** 84.934** -1.953 -30.786*** 
 (1.09) (6.11) (0.15) (41.64) (1.55) (10.67) 
Country FE Yes No Yes No Yes No 
Log likelihood -141.05 -125.81 -73.01 -84.53 -104.64 -101.54 
Pseudo R2 0.21 0.29 0.29 0.49 0.30 0.43 
N 256 256 150 240 224 256 
Note: * p<0.10, ** p<0.05  *** p<0.01.Estimation results are obtained from the logit regressions. The outcome variable is a binary variable that 
indicates whether the predicted poverty rate is statistically insignificantly different from the true poverty rate. Robust standard errors are in 
parentheses are clustered at the country level. The reference groups are Model 1 (demographics and employment) for the imputation models, 
all the country for the geographical region, the empirical distribution of the error terms for the estimation model, and Vietnam for the countries. 
Some observations are dropped for perfect prediction. 
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Table B.31. Meta-analysis of Imputation Models and Their Parameters, Logit Regressions 
with Dummy Variables for Food Consumption  

  
All Country Urban Rural 

Spec. 1 Spec. 2 Spec. 3 Spec. 4 Spec. 5 Spec. 6 
Imputation model       
Model 2: Demographics, employment, assets, house 
characteristics 

       1.365           0.089           1.943***        8.375*          1.267           2.085    
      (1.82)          (2.90)          (0.30)          (4.60)          (1.43)          (2.31)    

Model 3         1.965*         -1.479           0.000           0.000           2.956**         4.995**  
(adds food exp. to Model 2)       (1.05)          (3.26)             (.)             (.)          (1.23)          (2.30)    
Model 4         0.000          -3.556**         2.856          15.453           0.895           2.221*   
(adds nonfood exp. to Model 2)       (0.00)          (1.63)          (2.45)         (10.04)          (0.62)          (1.32)    
Model 5         1.063          -0.613           1.446*          8.809           1.950           3.009    
(adds durables exp. to Model 2)       (1.67)          (2.73)          (0.78)          (6.04)          (1.33)          (2.41)    
Model 6        1.063          -0.471           1.943***        8.757*          0.481           1.149    
(adds health exp. to Model 2)       (1.67)          (2.71)          (0.30)          (4.81)          (1.08)          (1.89)    
Model 7        1.365           0.060           1.943***        8.488*          1.267           2.095    
(adds education exp. to Model 2)       (1.82)          (2.90)          (0.30)          (4.67)          (1.43)          (2.32)    
Model 8        1.662           0.353           2.405***        9.431*          2.280***        3.357**  
(adds utilities exp. to Model 2)       (1.11)          (1.66)          (0.42)          (5.60)          (0.67)          (1.41)    
Model 9        4.359***        4.580***        2.856***        6.074***        4.277***        5.304*** 
(adds utilities exp. to demographic & employment)       (0.94)          (1.46)          (0.78)          (1.84)          (1.21)          (1.71)    
Model 10        0.745          -0.768           2.856***        9.595           1.267           2.111    
(adds distance to facilities to Model 2)       (2.22)          (3.21)          (0.94)          (6.02)          (1.43)          (2.31)    
Model 11        1.365           0.114           1.943***        8.379*          1.267           2.097    
(adds agricultural soil quality to Model 2)       (1.82)          (2.88)          (0.30)          (4.62)          (1.43)          (2.30)    
Model 12        2.634           2.713           3.784***        7.375***        3.326**         4.328**  
(adds distance to facilities to Model 9)       (2.42)          (2.95)          (0.73)          (2.75)          (1.45)          (1.91)    
Model 13        4.359***        4.700***        3.311***        6.602***        4.277***        5.411*** 
(adds agricultural soil quality to Model 9)       (0.94)          (1.43)          (0.58)          (2.22)          (1.21)          (1.74)    
Model 14        1.034          -0.017           2.581*          8.443*          0.277           1.493    
(adds dummy for maize consumption to Model 2)       (1.69)          (2.92)          (1.33)          (5.11)          (1.72)          (2.48)    
Model 15        1.034          -0.196           1.333***        7.396*          0.277           1.543    
(adds dummy for meat consumption to Model 2)       (1.69)          (3.07)          (0.25)          (4.25)          (1.72)          (2.52)    
Model 16        0.222          -0.978           2.001***        7.869*          0.277           1.502    
(adds dummy for fish consumption to Model 2)       (2.16)          (3.32)          (0.70)          (4.68)          (1.72)          (2.49)    
Model 17        1.034          -0.010           2.581*          8.469*          0.277           1.491    
(adds dummy for veg./ fruit consumption to Model 2)       (1.69)          (2.92)          (1.33)          (5.11)          (1.72)          (2.48)    
Model 18        1.034          -0.067           2.581*          8.452           2.082           3.329    
(adds dummy for cooking oil consumption to Model 2)       (1.69)          (2.96)          (1.33)          (5.14)          (1.96)          (2.79)    
Model 19        0.222          -1.019           2.581*          8.543           0.277           1.513    
(adds dummy for milk consumption to Model 2)       (2.16)          (3.35)          (1.33)          (5.24)          (1.72)          (2.49)    
Model 20        1.738           0.741           2.001***        7.967*          2.082*          3.345*   
(adds dummy for drink consumption to Model 2)       (1.33)          (2.37)          (0.70)          (4.80)          (1.09)          (1.74)    
Model 21        1.034          -0.124           1.333***        7.528*          0.812           2.043    
(adds dummy for food away from home to Model 2)       (1.69)          (2.98)          (0.25)          (4.31)          (1.28)          (2.28)           
Other model parameters       
True poverty rate                        0.328***                       -0.452                           0.264**  
                       (0.09)                          (0.32)                          (0.12)    
Log of sample size of base survey                        3.193***                      -12.278*                          4.085*** 
                       (0.73)                          (7.35)                          (0.70)    
Interval length between base & target surveys                       -3.943***                        2.001                          -3.744*** 
                       (0.87)                          (1.83)                          (0.99)    
Number of pairs of rounds                       -0.397                           5.314**                         0.247    
                       (0.61)                          (2.70)                          (1.38)    
R squared                        9.164**                       -25.342                          -2.366    
                       (4.42)                         (17.18)                          (2.76)    
Estimation model       
Normal linear regression model                        0.132**                         0.000                           0.514    
                       (0.06)                          (0.23)                          (0.39)    
Constant       -1.220         -30.548***       -1.757***       87.175          -1.237         -34.596*** 
       (1.47)          (7.33)          (0.19)         (53.04)          (1.05)          (8.14)    
Country FE Yes No Yes No Yes No 
Log likelihood      -167.06         -140.44         -113.15         -114.79         -148.75         -133.38    
Pseudo R2         0.25            0.37            0.24            0.45            0.32            0.39    
N          320             320             224             304             320             320    
Note: * p<0.10, ** p<0.05  *** p<0.01.Estimation results are obtained from the logit regressions. The outcome variable is a binary variable that indicates whether 
the predicted poverty rate is statistically insignificantly different from the true poverty rate. Robust standard errors are in parentheses are clustered at the country 
level. The reference groups are Model 1 (demographics and employment) for the imputation models, all the country for the geographical region, the empirical 
distribution of the error terms for the estimation model, and Vietnam for the countries. Some observations are dropped for perfect prediction. 
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Figure B.1. Predicted Poverty Rates Based on Within-Year Imputation (Using Empirical 
Distribution of Error Terms) 

 

Note: Estimates are obtained by imputing from sample 1 into sample 2. 1000 simulations are implemented. 
Larger symbols indicates that the estimates are statistically insignificantly different from the true poverty 
rates. Dashed lines represent the true poverty rates for Malawi in 2013, Nigeria in 2012/13, Tanzania in 
2012/13, Vietnam in 2016 and Ethiopia in 2018/19. Dotted lines represent confidence intervals of the true 
poverty rates. 

 


