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ABSTRACT
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Artificial Intelligence and 
Entrepreneurship*

This survey reviews emerging but fast-growing literature on impacts of artificial intelligence 

(AI) on entrepreneurship, providing a resource for researchers in entrepreneurship and 

neighboring disciplines. We begin with a review of definitions of AI and show that 

ambiguity and broadness of definitions adopted in empirical studies may result in obscured 

evidence on impacts of AI on entrepreneurship. Against this background, we present 

and discuss existing theory and evidence on how AI technologies affect entrepreneurial 

opportunities and decision-making under uncertainty, the adoption of AI technologies 

by startups, entry barriers, and the performance of entrepreneurial businesses. We add 

an original empirical analysis of survey data from the German Socio-economic Panel 

revealing that entrepreneurs, particularly those with employees, are aware of and use AI 

technologies significantly more frequently than paid employees. Next, we discuss how AI 

may affect entrepreneurship indirectly through impacting local and sectoral labor markets. 

The reviewed evidence suggests that AI technologies that are designed to automate jobs 

are likely to result in a higher level of necessity entrepreneurship in a region, whereas 

AI technologies that transform jobs without necessarily displacing human workers 

increase the level of opportunity entrepreneurship. More generally, AI impacts regional 

entrepreneurship ecosystems (EE) in multiple ways by altering the importance of existing EE 

elements and processes, creating new ones, and potentially reducing the role of geography 

for entrepreneurship. Lastly, we address the question of how regulation of AI may affect 

the entrepreneurship landscape by focusing on the case of the European Union that 

has pioneered data protection and AI legislation. We conclude our survey by discussing 

implications for entrepreneurship research and policy.
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1. Introduction1 

Artificial Intelligence (AI) transforms, destroys and creates human occupations and brings new 

opportunities and challenges to existing and potential entrepreneurs. AI may create new business 

opportunities for entrepreneurs (Shepherd and Majchrzak, 2022), but also push individuals into 

self-employment whose prior wage jobs are automated through the implementation of AI. AI 

startups such as DeepL are developing AI products that seem to be able to compete against tech 

giants like Amazon or Google (Weber et al., 2022). At the same time, other self-employed indi-

viduals and independent contractors feel threatened, such as writers in Hollywood, whose 2023 

strike was partially motivated by concerns that studios may employ AI to create movie and televi-

sion scripts. 

In a Delphi study, van Gelderen et al. (2021) asked 175 editors and Editorial Review Board 

members of the academic journals Entrepreneurship Theory and Practice (ETP) and Journal of 

Business Venturing what they think entrepreneurship will look like in 2030. AI is among the 

themes mentioned most often by the experts. The authors conclude that one of the main future 

research questions in the field of entrepreneurship concerns how AI may affect the types of entre-

preneurial ventures emerging and their performance. In particular, they raise the questions of how, 

why, and under what conditions AI might complement and support entrepreneurial activity or sub-

stitute for entrepreneurial judgement, perhaps even replacing the entrepreneur in the future.2 While 

the literature on the AI-entrepreneurship nexus started before 2020, the global Covid-19 pandemic 

crisis substantially contributed to the spread of digital technologies and also spurred research on 

the impacts of AI on startups (Sorgner, 2023). 

 
1 This paper has been prepared for publication in Foundations and Trends® in Entrepreneurship. 
2 A call for paper proposals for a special issue of ETP on transformative AI and entrepreneurship is open until January 
31, 2026 (https://www.entrepreneurship-ex-machina.org/). 

https://www.entrepreneurship-ex-machina.org/
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In this review, we discuss how extant literature in multiple disciplines including economics 

and management describes direct and indirect impacts of AI on entrepreneurship. We start our 

survey with a discussion of common definitions of AI and argue that wording matters for designing 

empirical research as well as government regulation of AI. 

In terms of direct impacts, AI technologies have been identified as external enablers and fa-

cilitators of entrepreneurship (Davidsson et al., 2020; Obschonka and Audretsch, 2020; Chalmers 

et al., 2021; Davidsson and Sufyan, 2023). Innovative entrepreneurs discover and create new busi-

ness opportunities using AI, and AI may reduce costs such as labor costs (through automation) and 

financing costs (through fintech services). Due to their prediction abilities, AI systems may help 

to resolve challenges of uncertainty and thereby create new possibilities of entrepreneurial action 

(Townsend and Hunt, 2019), but AI may also have fundamental limitations in dealing with uncer-

tainty (Townsend et al., 2023). Recent literature reports that AI deployment has become increas-

ingly important in the development of digital entrepreneurship, in identifying and acquiring 

knowledge, in customizing products and services as a competitive entrepreneurial strategy, and in 

managing product innovation (Mariani et al., 2023). Generative AI such as ChatGPT can support 

creative tasks such as pitching entrepreneurial business ideas to investors or generating business 

ideas (Short and Short, 2023; Boussioux et al., 2024). An important emerging theme is that AI 

plays a key role in (digital) entrepreneurial ecosystems (Acs et al., 2022; Wurth et al., 2023) by 

facilitating information sharing, creating and diffusing new products, and fostering innovation. 

Due to the novelty of the phenomenon, most papers on the AI-entrepreneurship nexus have 

been conceptual, while few papers present evidence from surveys (e.g., Bessen et al., 2022; 

McElheran et al., 2023) or experiments (e.g., Otis et al., 2024). In this review, we supplement this 
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literature by providing new survey evidence on how the self-employed use AI and are exposed to 

AI based on the German Socio-economic Panel (Fedorets et al., 2022). 

Advances in AI may also have indirect impacts on entrepreneurship when AI affects the labor 

market more broadly. Some individuals are pushed into self-employment due to a lack of alterna-

tives available to them. The number of such necessity entrepreneurs may increase if jobs are auto-

mated and workers are displaced by AI. We discuss various empirical measures of the impact of 

AI on occupations and continue by reviewing evidence of consequences of AI for the labor market 

and entry into different types of entrepreneurship (Fossen and Sorgner, 2021, 2022). As AI affects 

occupations, the impacts vary across regions depending on regional occupational structures, which 

creates challenges and opportunities for regional policymaking (Fossen, McLemore and Sorgner, 

2022). The rapid advances made in AI technologies, which have raised many concerns about the 

future of work, has led many countries and regions, most notably the European Union, to develop 

and implement sometimes very strict regulations on AI. We discuss likely impacts on the level and 

nature of AI entrepreneurship. 

We conclude our review by discussing central questions for future entrepreneurship research. 

Do emerging government regulations of AI support entrepreneurs or keep them from achieving 

their goals? What are the right conditions – in terms of an entrepreneurial ecosystem – that allow 

entrepreneurs to put AI to beneficial use and to avoid potential harm to society (Baumol, 1996)? 

With our review we aim to take stock of what scholars have learned about the impact of AI on 

entrepreneurship, discuss potential policy implications, identify knowledge gaps, and provide av-

enues for further research in this rapidly growing research area. 
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The scope of this review is defined by the various impacts AI may have on entrepreneurship. 

Obschonka and Fisch (2022) identify two main areas of intersection between AI and entrepreneur-

ship research: AI in entrepreneurship as a research topic and AI as a research method. We delve 

deeply into the first area, but do not cover potentials of AI to be used as new methods in entrepre-

neurship research. We refer the readers to Lévesque et al. (2022), who investigate this topic (see 

also Schwab and Zhang, 2019; Lamine et al., 2023). Implications of AI for entrepreneurship edu-

cation are also outside the scope of this survey. Obschonka and Audretsch (2020) identify this as 

an important research area, and Winkler et al. (2023) offer significant inroads. Finally, we do not 

include AI in entrepreneurial finance in this review; Ferrati and Moreno (2021) provide an exten-

sive survey of emerging machine learning approaches in entrepreneurial finance (see also Bertoni 

et al., 2022). 

This review is structured as follows. Section 2 reviews existing and the most widely used 

definitions of AI and provides an overview of various types of AI technologies and their applica-

tions. Section 3 reviews literature on the AI-entrepreneurship nexus that deals with the concepts 

of entrepreneurial uncertainty, opportunity, decision-making, and performance. Section 4 presents 

initial empirical evidence on AI adoption and usage by entrepreneurial businesses and comple-

ments it with our own novel analysis of survey data from the German Socio-economic Panel. Sec-

tion 5 reviews evidence on indirect effects of AI on entrepreneurship through local labor markets. 

Section 6 discusses impacts of AI on entrepreneurship ecosystems. Section 7 presents current reg-

ulations of AI, with a focus on the EU, and discusses their potential impacts on the entrepreneur-

ship landscape. Section 8 highlights insights from our review and discusses implications for entre-

preneurship research and policy. Finally, Section 9 concludes the survey. 
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2. What can AI do? 

Advances in AI have brought the world to the threshold of significant new technological break-

throughs. The number of AI patents granted globally has grown exponentially (Figure 1) according 

to Maslej et al. (2024). The number of newspaper articles published on AI exploded already before 

the release of OpenAI's popular chatbot ChatGPT (Alexopoulos and Cohen, 2018). This and other 

advances in Generative AI have further accelerated AI adoption: ChatGPT had more than 100 

million users within weeks of its release (according to Bonney et al., 2024, citing the New York 

Times). Before we delve into potential impacts on entrepreneurship, this section lays out the back-

ground by discussing how AI can be defined, how AI works, and important applications of AI. 

Figure 1: Global number of granted AI patents 

 

Source: Adapted from Maslej et al. (2024), using data from the Center for Security and Emerging Technology. 
 

2.1. Definitions of AI 

AI is not easy to define, and this review is not going to provide a conclusive definition of AI. As 

stated by the European Commission Joint Resource Centre, “despite the increased interest in AI 
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by the academia, industry and public institutions, there is no standard definition of what AI actually 

involves” (Samoili et al., 2021, 9). Most of the papers referenced in this review provide their own 

definition of AI, so we will mention a broad reputable definition, summarize different ways the 

definitions narrow, especially in the papers and documents referenced, and then highlight and 

break down specific AI subsystems that are commonly agreed upon in the definitions as key com-

ponents in powering the technologies that have brought about the explosion in interest over the 

past decade. 

According to the widely used definition provided by the Organisation for Economic Co-oper-

ation and Development (OECD), an AI system is defined as a “machine-based system that can, for 

a given set of human-defined objectives, make predictions, recommendations or decisions influ-

encing real or virtual environments. AI systems are designed to operate with varying levels of 

autonomy.” (OECD, 2019, 7).3 In 2024, the OECD published a memorandum on an updated defi-

nition of an AI system, in which it is defined as “a machine-based system that, for explicit or 

implicit objectives, infers, from the input it receives, how to generate outputs such as predictions, 

content, recommendations, or decisions that can influence physical or virtual environments. Dif-

ferent AI systems vary in their levels of autonomy and adaptiveness after deployment.” (OECD, 

2024, 4). The OECD 2019 and 2024 definitions are rather broad, which the OECD 2024 memo-

randum acknowledges explicitly: “the updated definition of AI is inclusive and encompasses sys-

tems ranging from simple to complex. [...] When applied in practice, additional criteria may be 

 
3 The International Organization for Standardization (ISO) and the International Electrotechnical Commission (IEC) 
have a substantially similar definition: “An AI system is an engineered system that generates outputs such as content, 
forecasts, recommendations or decisions for a given set of human-defined objectives. The engineered system can use 
various techniques and approaches related to artificial intelligence to develop a model to represent data, knowledge, 
processes, etc. which can be used to conduct tasks. AI systems are designed to operate with varying levels of automa-
tion.” (ISO/IEC, 2022). 
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needed to narrow or otherwise tailor the definition when used in a specific context” (OECD, 2024, 

9). 

The outputs of an AI system from the OECD 2019 definition, which are predictions, recom-

mendations, or decisions, are different levels of automation. Prediction as an output could be, but 

does not need to be, a forecast such as the likelihood of default on a business loan. Prediction could 

also be whether an image contains a stop sign, or the next word a chatbot provides answering a 

query. A recommendation is the next level of automation that may involve a human decision maker 

like recommending a loan approval to a bank for a borrower with a low risk of default, but a 

recommendation does not need a human decision maker, for example in the case of recommending 

a movie to a viewer based on previous movies watched on a streaming service. A decision is the 

next level of automation and could involve the AI denying a loan with a high risk of default, or a 

self-driving car deciding to send a signal to an actuator to apply the brakes when the system’s 

computer vision recognizes a stop sign at a certain distance with a high probability. If the ma-

chine’s output is simply a prediction, and not a recommendation, decision, or action, it may not be 

an automat. Some definitions of AI specify a requisite amount of automation (High-Level Expert 

Group on Artificial Intelligence, 2019; Boucher, 2020). Content was added as an output in the 

2024 OECD definition to account for generative AI systems producing content such as text, image, 

audio, and video. Content as an output does not fall on the continuum of automation like the other 

outputs, and many content creation algorithms are predictors of the next word, pixel, frequency, 

amplitude, or wave form. Thus, content can intersect with the other three outputs depending on the 

level of automation used in the AI system.  
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Continuous learning can be specified as a requisite for AI (High-Level Expert Group on Arti-

ficial Intelligence, 2019; Samoili et al., 2021). Machine learning models can be trained and re-

leased without feedback mechanisms. With this definition constraint, models without feedback 

mechanisms would not be considered AI. 

Performance measures are sometimes added to definitions such as normally requiring or ex-

ceeding human intelligence, reasoning, or predictive power under changing circumstances (Ob-

schonka and Audretsch, 2020; Giuggioli and Pellegrini, 2023). Specifying performance differen-

tiates more powerful AI systems from legacy technology included in the broad definitions, but as 

more systems meet the specified performance criteria, it may not narrow the definition much in 

practice going forward. Another type of AI definition uses novelty to narrow the definition in a 

way that has a similar effect as performance but will not necessarily expand what is considered an 

AI system over time. Consider, for example, Tangredi and Galdorisi (2021, 151-152): “Arguably, 

the term AI describes a human emotional response to new automation and is not a description of 

how that automation works […]. What is and is not considered AI is always evolving and should 

be principally judged by whether a machine is doing something that, until recently, could only be 

done by human intelligence or couldn’t be done at all”. Novelty narrows the definition of AI in a 

way that updates over time, but also makes the definition vaguer and less stable as it is unclear 

how to determine how long, or until which event, a machine that imitated or outperformed humans 

in a new way should be considered AI. 

None of the papers referenced have definitions explicitly requiring sensors and actuators be-

cause they explicitly or implicitly allow the possibility of an AI system interacting solely in a 

virtual environment. However, it is natural to think of sensors as part of an AI system. Definitions 

of AI usually acknowledge that AI systems use data to make their predictions. Humans receive 
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data through our sensors (sight, hearing, smell, taste, touch). Machines, especially software in a 

virtual environment, can receive data in different ways. Data can be provided, input, scraped, etc., 

and sensors are but one method of getting data into an AI system. In a virtual system such as a 

Large Language Model, the model is initially trained on a large set of scraped or existing data and 

gets new data for continual learning from user or developer input and feedback without any sensors 

necessarily being involved. If not explicitly allowing for the possibility of virtual AI systems, it is 

easy to see language such as “interpret external data” and “achieve specific outcomes” (Shepherd 

and Majchrzak, 2022, 2) as suggestive of sensors and actuators being required. Other definitions 

exist that can appear even more suggestive that sensors and actuators are part of AI systems (High-

Level Expert Group on Artificial Intelligence, 2019; Boucher, 2020) with language like “capable 

of observing its environment […] taking intelligent action” (Samoili et al., 2021, 9). Sensors and 

actuators can be part of AI systems (self-driving cars, robotics, Internet of Things), but there are 

alternative ways to access data and provide non-physical outputs, so we prefer definitions that do 

not make them a required component of AI. 

Using human intelligence to define artificial intelligence is common (Townsend and Hunt, 

2019; Obschonka and Audretsch, 2020; Chalmers et al., 2021; Shepherd and Majchrzak, 2022; 

Weber et al., 2022; Giuggioli and Pellegrini, 2023). Even if an AI definition does not directly refer 

to human intelligence, terms such as “intelligence”, “behavior”, “reason”, “rational”, “learn”, “per-

ceive”, “interpret”, “cognitive”, “creativity”, and “knowledge” appear frequently. Anthropomor-

phizing AI is a quick way to roughly associate the technologies that make up AI systems, but a 

problem of anthropomorphizing AI is that even in elements of AI that appear similar to human 

features, the actual functioning can be very different. The International Organization for Standard-
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ization (2022, 40-41) describes in their AI system functional overview: “AI systems do not under-

stand; they need human design choices, engineering and oversight. The degree of oversight de-

pends on the use case. At a minimum, oversight is typically present during training and validation”. 

It also clarifies: “the knowledge concept is part of the data-information-knowledge hierarchy, ac-

cording to which data can be used to produce information, and information can be used to produce 

knowledge. In the context of AI, these are purely technical, non-cognitive processes” (International 

Organization for Standardization, 2022, 18). Moreover, sensors may pick up non-visible light such 

as infrared or sounds outside of the human range of hearing and possibly combine it with data 

received from a cloud infrastructure, resulting in a very inhuman way to inform decisions. 

2.2. How AI works 

Describing how AI works is difficult to do systematically because along with AI not being clearly 

defined, many of the subcategories of AI overlap, interact, or have elements that are not considered 

AI. Demis Hassabis, the CEO of Google Deep Mind, said in a New York Times podcast interview 

that AI is the “science of making machines smart, and then a subbranch of AI is machine learning, 

which is the kinds of AI systems that learn for themselves and learn directly from data and expe-

rience, and that’s really what of course has powered the renaissance of AI in the last 10-15 years, 

and that’s the sort of AI we work on today” (Klein, 2023). We will focus on describing machine 

learning and some of the subcategories of machine learning that are having big impacts on AI-

associated innovation like deep learning and reinforcement learning. We will also describe ma-

chine reasoning and robotics along with some of their subcategories. Machine learning, machine 

reasoning, and robotics are not all the subcategories of AI, and a system containing elements of 

them does not necessarily make that system AI. Machine learning, machine reasoning, and robotics 

are also not distinct categories. For instance, a machine vision system could be a sensor for a drone, 
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but that machine vision system is built with machine learning. This approach, however, should 

provide a basic understanding of the systems underlying most AI startups and the AI processes 

and technology that affect entrepreneurship. Cochran (2018) and the International Organization 

for Standardization (2022) provide a more comprehensive overview of many of these technologies. 

Figure 2: Types of machine learning 

 

Source: Adapted from Cochran (2018) 
 

Machine learning is driven by data. It powers cutting edge technologies in fields such as nat-

ural language processing, machine translation, speech synthesis, speech recognition, fraud detec-

tion, machine vision, large language models, logistics, and many others. Machine learning tends 

to be able to adapt to new situations better than expert systems, which rely on encoded knowledge. 

The three machine learning training paradigms are supervised learning, unsupervised learning, and 
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reinforcement learning (Figure 2). Systems exist that fall into more than one of these training par-

adigms like semi-supervised learning, which uses some data with a target variable and some data 

without, or reinforcement learning combined with deep learning (a subcategory of supervised 

learning or sometimes unsupervised learning), but the actual training paradigms have distinct char-

acteristics. Lupp (2023) links the different ML paradigms to the entrepreneurial decision logics of 

causation and effectuation (Packard et al., 2017). Lupp (2023) argues that supervised ML supports 

causation logic, whereas unsupervised or reinforcement ML supports effectuation logic. 

Supervised learning has a target variable, which could also be described as a dependent, re-

sponse, or outcome variable. The goal of supervised learning is to minimize the difference between 

predicted and observed values when applied to new situations. Regressions are one of many forms 

of supervised learning. When training a model with supervised learning, data is typically split into 

training data, validation data, and test data with no intersection among the splits. Multiple models 

are trained on the training data and the results are compared using the validation data in a process 

called model selection. The predictive performance is one of the metrics used to select the model 

– others being cost, interpretability, time dependency, etc. After model selection, the validation 

data gets mixed with the training data so the selected model can train with more data. The model 

is then tested on the test data to estimate performance when fielded (predictive performance should 

not drop substantially from the validation data). After assessing the performance, the test data gets 

mixed in to train the model on all the available data. The process of validation and performance 

testing with split data helps prevent overfitting a model (the tendency for some nonlinear models 

to capture noise in data, appearing like an extremely good fit, and then performing poorly with 

new data). Not all cases use or require validation data. The target variable can be a number, leading 

to a numerical prediction, or a category, leading to a categorical prediction.  
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Unsupervised learning does not have a target variable. The goal of unsupervised learning is 

to identify the hidden or underlying structures in data. Subcategories of unsupervised learning 

include density methods, clustering methods, and dimension reduction. Density methods assume 

the data was generated by a parent distribution and estimate that parent distribution from the data. 

An example application would be creating a crime heat map for allocating policing resources. 

Clustering methods use a measure of similarity or dissimilarity to group similar items using algo-

rithms. Clustering is the technique behind many streaming service recommendations, social media 

algorithms and ecommerce taglines like “bundles with this item” or “you might also like”. Dimen-

sion reduction represents data in more compact forms with minimal loss of information. Dimen-

sion reduction can be used for file compression, formatting data to facilitate search or matching, 

or as preparation for a supervised learning algorithm such as ridge regression using principal com-

ponent analysis (a dimension reduction algorithm) as a step (Cochran, 2018). 

Reinforcement learning has a reward/loss function that iteratively improves the model. The 

model outputs provide feedback to improve performance. Examples often used with reinforcement 

learning are games such as pong, chess, go, and multi-player poker, starting with random moves 

and improving over time with points and wins used to algorithmically evaluate moves made. There 

is a trade-off in reinforcement learning between exploitation of known information and exploration 

of new policies that will reveal or update information.  

Deep learning is a subcategory of neural networks, which is a subcategory of machine learn-

ing. It has become popular due to being better than most algorithms at finding structure with min-

imal input from an analyst and the now existing infrastructure for it to access the vast quantities of 

data it requires. Deep learning overlaps with the three machine learning training paradigms, being 

adapted for unsupervised (as emphasized by Shepherd and Majchrzak, 2022), but also supervised 
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applications, and often applied in reinforcement learning. In artificial neural networks, input data 

are fed into a network of nodes (neurons) that perform transformations on that data and eventually 

emit output values that could be predictions or recommendations. The nodes in the middle of the 

artificial neural network are called hidden layers because they are not directly observable, each a 

function of the preceding layer and better able to predict the target variable than the original inputs. 

If there are multiple of these hidden layers, the network can be classified as deep learning. When 

training neural networks, the weights and biases transforming the inputs for the first iteration can 

be given randomly to calculate the outputs. A loss function (Mean Squared Error for example) is 

then calculated from the first iteration outputs that tells how bad the result is. Backpropagation is 

then performed which uses the chain rule to calculate gradients starting from the outputs and work-

ing back to the inputs. The weights are changed by some step size opposite the direction of the 

gradient to minimize the loss function in a process called gradient descent. The forward calculation 

and backpropagation happen iteratively until the loss function is at an acceptable level. In practice, 

the algorithms are more complex to consider efficiency, local minimums, overfitting, etc., but the 

process described is at the core of what the more complex algorithms do. Feature selection consists 

of choosing hyper-parameters such as learning rate, the loss function, the number of hidden layers, 

the number of nodes in each layer, defining the network paths, and for each node choosing the 

activation function (a function that typically squishes the calculated results from the weights and 

biases before providing the nodes output and can introduce nonlinearity). Deep learning is one of 

the least interpretable model types, so it is not well suited to public policy decision making or 

situations where an explanation of decisions is required (Cochran, 2018). 
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Figure 3: Machine reasoning types 

 
Source: Own illustration adapted from High-level Expert Group on Artificial Intelligence (2019). 

 

Machine reasoning (Figure 3) turns data into information into knowledge and uses that 

knowledge and preexisting knowledge to reason and plan. “Knowledge differs from information 

in that information is observed by the system, while knowledge is what the system retains from 

such observations. Knowledge is structured and organized; it abstracts away from the specificities 

of individual observations” (International Organization for Standardization, 2022, 18). The two 

main types of machine-readable knowledge are declarative, a statement about what something is, 

and procedural, a process of how to do something. While machine learning takes in data to form a 

prediction or recognize a pattern, most machine reasoning algorithms are logic based with rules 

encoded, i.e. the solution path in machine reasoning is typically independent of the data, so when 

the data is provided, a particular instance of the solution is the output (Cochran, 2018). An example 

of a complex machine reasoning model is Amazon’s “mechanical sensei” which uses constraints 

in inventory, delivery lead times, capacity, and required delivery date to minimize shipping prices 
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across their network. Upon a customer order, it charges and notifies the customer, hires the cheap-

est shipping provider that can meet the constraints, queues the item to be picked in a warehouse, 

updates the inventory, etc. 

Figure 4: Aspects of robots 

 

Source: Own illustration adapted from High-level Expert Group on Artificial Intelligence (2019). 
 

A robot is an automation system composed of electronic, mechanical, firmware and software 

components that uses sensor inputs to control its activities and actuators to perform physical ac-

tions (International Organization for Standardization, 2022, 5, 27-28), as depicted in Figure 4. 

Machine learning is common in perception in robotics as neural networks are particularly good at 

many perception tasks such as audio processing and computer vision including object recognition. 

Industrial robots used for manufacturing are programmed to repeat actions precisely and without 

deviation so would likely not be considered AI. Service robots need to adapt to dynamic environ-

ments and thus often have machine learning components that may make them considered AI (In-

ternational Organization for Standardization, 2022). There are synergies between machine learning 

and robotics that can create cycles that advance both fields. Machine learning can help design new 

hardware and robotics that robots can build. Machine learning is used for sensing, perception, and 
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control in self-driving cars, and as that technology improves making more cars self-driving, more 

data is gathered, which further improves that technology. 

2.3. AI applications 

Due to varying definitions of AI and the breadth of its potential uses, we only highlight a few 

applications and focus on applications that most definitions agree are AI. Current AI systems are 

classified as narrow AI, defined as a “type of AI system that is focused on defined tasks to address 

a specific problem” (International Organization for Standardization, 2022, 4). What some AI com-

panies are aggressively seeking, including OpenAI and Google DeepMind, is general AI, defined 

as a “type of AI system that addresses a broad range of tasks with a satisfactory level of perfor-

mance” (International Organization for Standardization, 2022, 3). In the Fall of 2022, OpenAI 

launched ChatGPT, a Large Language Model, which brought AI technologies into the mainstream 

in a medium that users could interact with and explore.4 Other AI applications less visible to the 

public, yet important, are also progressing, such as improving predictive maintenance, drug dis-

covery, and fraud protection.  

Large Language Models (LLMs) are deep learning neural networks trained on very large 

quantities of text data to predict the next word in a sequence of words and then tuned on smaller 

quantities of high-quality data so they can respond with the appropriate structure to queries. The 

accuracy of next word prediction in LLMs can be consistently predicted by the number of param-

eters and the number of tokens (amount of text) the model is trained on. The number of tokens in 

the best performing models, given a set training cost, is about 20 times the number of parameters 

(Hoffman et al, 2022). Next word prediction is shown to be linked to improvements in abstraction, 

 
4 GPT stands for Generative Pre-trained Transformer. 
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comprehension, vision, coding, mathematics, medicine, law, understanding of human motives and 

emotions, and more (Bubeck et al, 2023).  

The trend in LLMs is towards multimodality and combination with search and tools. Gener-

ating text, images, audio, including speech and music, or videos is currently possible with varied 

stages of progress for each medium. Taking input from text, images, or audio is feasible. In refer-

ence to GPT-4 (an LLM by OpenAI), “It is able to reason about which tools it needs, effectively 

parse the output of these tools and respond appropriately (i.e., interact with them appropriately), 

all without any specialized training or fine-tuning” (Bubeck et al, 2023, 49) as long as the prompt 

specifies or expects it to use external tools. LLMs can use search engines and summarize search 

results, reference calculators, code with Python, etc. It is likely LLMs will eventually use other 

LLMs as external tools as well, as there is an ecosystem developing of LLMs trained and tuned 

with different specialties. Examples of specialty LLMs featured on OpenAI’s GPT store include a 

website generator, a diagram creator, a primer for learning things, a storage space to chat with 

personal pdfs, a text generator that writes research in the user’s voice, and a travel guide. Even 

with referencing outside tools or more specialized LLMs when appropriate, LLMs are next word 

predictors and can fall short in tasks that require exploration, strategic lookahead, or where initial 

decisions play a pivotal role. Current research explores multiple reasoning paths and looking back-

wards and forwards to evaluate the best solutions and has shown positive results (Yao et al, 2024).  

The examples of AI use mentioned throughout this section illustrate how broadly the technol-

ogy is applied. Any situation where data is available and prediction or understanding structure is 

desired can be a suitable application for AI. Driving directions with real time traffic, credit or 

insurance risk, business plan evaluation, medical diagnoses, electrical grid optimization and man-

agement, swarm technologies for the defense industry, etc., it is possible to list almost endless 
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potential applications. Using AI in an application does not always result in a finished product and 

often has humans, sometimes lots of humans, assisting in evaluating results and providing the 

feedback that many of the systems need.  

3. The AI–entrepreneurship nexus 

3.1. AI and uncertainty in entrepreneurship 

AI has the potential to affect the core of entrepreneurship. As Townsend and Hunt (2019) point 

out, entrepreneurship theories are built around the fundamental question of how entrepreneurs deal 

with uncertainty. Entrepreneurs operate in environments where future possible states of the world 

and consequences of actions and their probabilities are unknown (Knight, 1921). For example, 

there is uncertainty about market demand for novel products and services, social resistance to in-

novation, and responses of competitors; at the same time, entrepreneurs are constrained by limited 

resources. The key capability of AI is prediction, which has the potential to reduce uncertainty 

(Lupp, 2023; Agrawal et al., 2024). AI can be used to search through a very large set of options to 

identify opportunities, for example for product design or the choice of market segments. Examples 

given by Townsend and Hunt (2019) include AI use in drug discovery (the startup Insilico Medi-

cine) and AI-powered design tools (Autodesk or the startup Stitch Fix). Further, entrepreneurship 

theories often emphasize that entrepreneurs employ imagination and creative approaches to deci-

sion-making to identify opportunities under uncertainty (Kier and McMullen, 2018). Generative 

AI is starting to show signs of creativity – Townsend and Hunt (2019) mention Autodesk’s gener-

ative design AI, or one could think of poems, images, videos and music generated by AI – an 

ability that was previously thought to be exclusively human domain. In the Delphi study by van 
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Gelderen et al. (2021), several entrepreneurship experts expected AI to augment the creative abil-

ities of entrepreneurs by 2030. 

The increasing capabilities of AI in prediction (and thus uncertainty reduction) and creativity 

raises the question whether further substantial advances in AI may change the core functions of 

the entrepreneur. For example, Foss and Klein (2012) theorize that entrepreneurial judgement is 

exercised in unstructured decision environments when no clear decision rules exist, and the exer-

cise of judgement is a skilled activity accumulated through experiential learning. By facilitating 

systematic analysis of decision environments to identify resources and opportunities, AI may af-

fect the degree to which human judgment is needed in entrepreneurial decision environments 

(Townsend and Hunt, 2019). However, Townsend and Hunt (2019) also point out that, even if AI 

can help resolve what is possible, the human entrepreneur still needs to solve the fundamental 

problem of what is desirable according to the entrepreneur’s goals, preferences, and objectives 

(e.g., McMullen and Shepherd, 2006). 

Townsend et al. (2023) further elaborate that entrepreneurial decision environments, which 

are characterized by Knightian uncertainty, are inherently unpredictable and therefore a funda-

mental boundary even for enhanced AI. An entrepreneur is unable to determine what will be pos-

sible in the future not only due to a lack of data. Data is always about the past, so its usefulness is 

limited when the future deviates in important and unpredictable ways from the present and past. 

The uncertainty problem is also not only due to the entrepreneur’s incapability of processing the 

data or a lack of tools to compute predictions. In situations where data or processing constraints 

are the bottlenecks to resolve uncertainty, AI has transformational potential, for example in drug 

discovery. In contrast, Townsend et al. (2023, 11) argue that entrepreneurs face a decision envi-
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ronment that is indeterministic by nature, “neither analyzable nor predictable using statistical anal-

ysis and probabilistic reasoning”. In their view, this type of Knightian uncertainty is unique to 

entrepreneurship and represents a boundary for the use of AI at the core of entrepreneurship. How-

ever, other researchers argue that entrepreneurs navigate uncertainty through the formulation of 

hypotheses, experimentation, and learning (e.g., Åstebro et al., 2014; Packard et al., 2017; Ca-

muffo et al., 2020; Agrawal et al., 2021; Zellweger and Zenger, 2023). In such frameworks, AI 

may be able to play a more substantial role in uncertainty reduction for entrepreneurs, as AI could 

greatly increase the speed and reduce the cost of experimentation (van Gelderen et al., 2021). The 

role of AI in entrepreneurial judgement under uncertainty is an important avenue for future re-

search. 

3.2. Entrepreneurial opportunities with AI 

A process perspective on entrepreneurship (Shepherd et al., 2019) is useful to consider AI impacts 

on different stages of entrepreneurship (Chalmers et al., 2021, Obschonka and Fisch, 2022, Schia-

vone et al., 2022). Giuggioli and Pellegrini (2023) conduct a systematic literature review on AI as 

an enabler for entrepreneurs. They identify three clusters in the literature that align as sequential 

phases in an “AI-enabled entrepreneurial process”: opportunity, decision-making, and perfor-

mance.5 The authors point out that these phases are compatible with the conceptual framework 

developed by Chalmers et al. (2021), who consider impacts of AI on antecedents of venture crea-

tion, firm-level activities (prospecting, organizational design, and exploiting), and outcomes of 

venture creation. In particular, opportunity relates to prospecting activities, decision-making to 

 
5 A fourth cluster, education and research, is not placed within this sequence and is outside the scope of our review. 
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organizational design, and performance to exploiting activities. Gerling et al. (2022) present a crit-

ical review of the literature on AI in digital entrepreneurship from a socio-technical viewpoint. 

They classify their reviewed papers into three research perspectives: agency, processes, and out-

comes. We structure the following subsections broadly along the three phases distinguished by 

Giuggioli and Pellegrini (2023), opportunity, decision-making, and performance. 

AI as a technological breakthrough changes the business environment and has been described 

as an external enabler of entrepreneurial activities and success (Davidsson et al., 2020; Davidsson 

and Sufyan, 2023). In the opportunity phase, the first phase of the AI-enabled entrepreneurial pro-

cess, the entrepreneur looks for ways to reshape and enhance traditional business model ap-

proaches with AI (Giuggioli and Pellegrini, 2023). AI can assist in discovering or co-creating op-

portunities (Lupp, 2023). Giuggioli and Pellegrini (2023) separate the research on this phase into 

two streams. 

A first literature stream shows AI as an external enabler for new products and services or 

business models (Obschonka and Audretsch, 2020). AI will influence the decision to start a com-

pany and how entrepreneurs develop, design and scale (Chalmers et al., 2021). The AI revolution 

is predicted to be in full force during the 2030s having a greater impact than the industrial and 

digital revolutions combined in terms of speed of technological change, opening growth and profit 

opportunities and increased competition from venture and crowdsourced startups (Madridakis, 

2017). Many of the new opportunities for entrepreneurs with AI concern vertical integration, mak-

ing the design of business models fundamental to get useful technologies to the marketplace (Gar-

buio and Lin, 2019).  

A second stream focuses on the Internet of Things (IoT), which can overlap with AI technol-

ogies specifically around sensors and data analytics. A new entrepreneurial paradigm, enabled by 
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the internet and digital technologies, reflects how digital technologies change technology entre-

preneurship and a new venture creation process, and leverages innovation potential from large 

groups and dispersed individuals participating in entrepreneurship (Elia et al., 2020). In this con-

text, AI may positively affect the economy, entrepreneurship development, and company oppor-

tunities (Mamedov et al., 2018). A subcategory of digital entrepreneurship, sensor-based entrepre-

neurship, uses passively sensed IoT data to provide products or services, changing how we interact 

with objects, each other, and how companies interact with their customers (Brown, 2017). IoT data 

also includes manufacturing process data, which enables an understanding of transaction costs for 

non-ownership services. This may give rise to entrepreneurial opportunities for new business mod-

els such as providing manufacturing assets, maintenance, operation, analytical services, and ser-

vices targeted at the end user such as customization (Ehret and Wirtz, 2017).  

The phase Giuggioli and Pellegrini (2023) refer to as “opportunity” is referred to as “prospect-

ing” by Chalmers et al. (2021) and focuses on production of new venture ideas. Large datasets and 

learning algorithms that can see otherwise imperceptible patterns or make precise predictions can 

be turned towards entrepreneurial opportunity and exploitation (Cockburn et al., 2019). Chalmers 

et al. (2021) separate new AI ventures, based on form, function, and purpose, into three approaches 

for augmenting information search and idea production. The first approach is a subset of science 

and technology focused startups using AI to search across complex combinatorial problem spaces 

for technical solutions (Agrawal et al., 2019). The second approach uses sentiment analysis and 

Natural Language Processing to analyze online and social content (Gaspar et al., 2016). The third 

approach tests assumptions with AI such as predicting customer reaction to a feature or price 

change with existing data, which tends to be less biased and more generalizable than sourcing 

those reactions through customer engagement (Chalmers et al., 2021). 
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Shepherd and Majchrzak (2022) demonstrate how AI is transforming four sectors in the econ-

omy – customer service, financial, healthcare, and education – through applied examples explain-

ing how those transformations affect entrepreneurship. For the customer service sector, they high-

light facial recognition to respond to emotional reactions, predictive modeling for delivery speed, 

security through voiceprint, and multilingual chatbots. For example, a voice-enabled human-like 

avatar at an online store can answer questions, help navigate, highlight promotions, and make 

recommendations to increase customer engagement (Brown, 2021). Customer service entrepre-

neurial opportunities may include developing AI-based customer service products and using those 

products to identify customer needs, leading to additional entrepreneurial opportunities; improved 

venture speed, customization, quality, and reliability; and more secure payment (Shepherd and 

Majchrzak, 2022). For the financial sector, AI is enabling financial fraud detection and response, 

blockchain security improvements, financial investment identification, and customized risk assess-

ments. The financial entrepreneurial opportunities emphasized are product creation and using these 

products as verticals in ventures for fraud protection, accessing debt capital, and increased finan-

cial security for customers. For the healthcare sector, AI is used for diagnosis, recommending 

treatments, predicting outcomes, and robotics. Healthcare entrepreneurial opportunities include 

products and services, but also ownership and management of healthcare businesses. For the edu-

cation sector, AI is used for virtual teaching assistants, personalizing programs and interventions, 

checking plagiarism, and grading. Entrepreneurial opportunities in this sector comprise products 

and services, and more effectively identifying and exploiting opportunities, starting organizations, 

and growing ventures. 

Shepherd and Majchrzak (2022) suggest several entrepreneurial opportunities to leverage AI 

or address the needs of others who implement AI. We are entering a feeling economy, differing 
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from the mechanical economy (physical and repetitive focus) and thinking economy (process, de-

cision, and knowledge updating focus), emphasizing interpersonal communication and empathy 

(Huang et al., 2019). Shepherd and Majchrzak (2022) present capitalizing on the feeling economy 

as an entrepreneurial opportunity. Early feeling economy AI includes monitoring attention and 

emotion of drivers in vehicles with autonomous features, chatbots responding to feelings detected, 

and robots with more anthropomorphic displays such as voice, touch, and emotion. Future feeling 

economy AI will use databases sourced from physical sensors and physiology-monitoring personal 

devices to improve communication by recognizing human-generated emotions and modeling the 

emotional activity in teams; the same data will also form stronger human-robot connections for 

rehabilitation and education (Franzoni et al., 2019). In line with these predictions, OpenAI released 

its AI voice assistant GPT-4o in May 2024, which analyzes the user’s facial expressions and adapts 

its own tone accordingly. Another entrepreneurial opportunity mentioned by Shepherd and 

Majchrzak (2022), which may not be obvious, is to develop and monitor governance mechanisms 

for regulation. We discuss AI regulation further in Section 7. Noticing and matching entrepreneur-

ial opportunities itself is changing with AI. Identified opportunities that are not exploited can be 

stored as data and taken up by interested entrepreneurs; startups can be matched with established 

organizations. 

AI can support innovation management, not only in entrepreneurship, by offering more sys-

tematic approaches when traditional innovation management resources are overwhelmed and ham-

pered by information processing constraints (Haefner et al., 2021). More specifically relating to 

digital entrepreneurship, AI supports identifying and acquiring knowledge, customizing products 

and services as a competitive entrepreneurial strategy, and managing product innovation, accord-

ing to a systematic literature review by Mariani et al. (2023) on innovation and AI. 
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3.3. AI and entrepreneurial decision making 

Chalmers et al. (2021) claim with support from Hoffman (2004) and Nambisan (2017) that foun-

dational assumptions of mainstream organizational theories are shifting due to new practices ena-

bled by digital technologies. To understand what the new practices mean for organizational design, 

they turn to a framework established by Burton et al. (2019) to capture dimensions, including 

organizational structure and decision systems, across which entrepreneurial firms are arranged. 

Based on case studies and survey data from senior managers and business executives, AI only 

moderately impacted venture structure at the time of publication, mostly supporting existing busi-

ness, and AI was not yet used at scale (Ransbotham et al., 2018; Brock and von Wangenheim, 

2019; Fountaine et al., 2019). When AI is deployed at scale, new forms of organizational structure 

will be created (Chalmers et al., 2021). AI can serve as a new form of input and process other 

inputs, reshaping the cost structure of a firm (Desai, 2019), including the cost of innovation as 

firms substitute away from labor-intensive research towards passively generated datasets and en-

hanced prediction algorithms (Cockburn, 2019). Huang and Rust (2018) predict how the distribu-

tion of tasks across a company evolves as technology improves, modeling service tasks with four 

types of intelligence (mechanical, analytical, intuitive, and empathetic; the order is from most de-

veloped with AI to least). AI initially augments jobs as it replaces individual tasks and may later 

lead to replacement of a job when it can do all a job’s tasks. A more in-depth discussion of exposure 

of occupations to AI is detailed in Section 5. Firms employing AI are anticipated to create three 

new employee categories: trainers improve and add nuance to algorithms; explainers bridge the 

technical gap for business managers; sustainers manage the systems including ethics and compli-

ance (Wilson et al., 2017; Daugherty et al., 2019).  
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Business models can give insight into organizational design of startups as they describe how 

startups intend to make a profit through a product or service. Weber et al. (2022) filter startups on 

Crunchbase that have AI technology as a core component of their product or service and perform 

a quantitative cluster analysis on the AI business models to determine patterns and how they differ 

from common information technology (IT) business models. Their cluster analysis confirmed AI 

widens the scope for applying IT, especially shifting IT applications towards the knowledge and 

service work domains both for augmentation and replacement (Coombs et al. 2020). Most AI 

startups focus on delivering complex AI technology that is otherwise difficult and costly to develop 

to their business customers (Jöhnk et al., 2021). The cluster analysis performed by Weber et al. 

(2022) revealed ethical aspects were not key characteristics of AI business model startups; data is 

an important element for value creation in most AI startups; data generates insights or detects 

anomalies in some AI startups and trains models that are embedded in products or services; and 

some AI startups form close relationships with industry partners to gain access to more exclusive 

data. Weber et al. (2022) reveal four archetypes from clustered patterns in the AI business models 

for how AI technology gets developed and delivered. The first archetype is AI-charged prod-

uct/service provider startups, which offer a product or service that already has an embedded trained 

AI model. The second archetype is AI development facilitator startups, which provide a program-

mable interface or software development kit for a customizable solution. The third archetype is 

data analytics provider startups, which offer data analysis to support decision making. The fourth 

archetype is deep tech researcher startups, which develop research-based niche solutions. 

Some initial studies suggest that generative language models can effectively assist entrepre-

neurs in creative tasks and lead to cost savings. This has been demonstrated for generating business 

ideas (Boussioux et al., 2024), elevator pitches, crowdfunding narratives and tweets (Short and 
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Short, 2023), and for aiding in theory development (Davidsson and Sufyan, 2023). Generative 

models can quickly produce flexible content for entrepreneurs and are adept at style and content 

mimicry. Boussioux et al. (2024) investigate how human-AI collaboration using OpenAI’s chatbot 

GPT-4 fares in a contest of business ideas. They launched a crowdsourcing challenge soliciting 

innovative business solutions and compared human submissions to the contest with solutions that 

GPT-4 created in collaboration with a human prompt engineer. The solutions were judged by 145 

human evaluators who were not told which solutions were created by humans or in human-AI 

collaboration. The collaborative AI solutions were comparable to the human solutions in terms of 

creativity and provided higher value on average, but they did not completely match human inge-

nuity and diversity. By prompting the AI to mimic expert personas, the novelty ratings became 

statistically indistinguishable from the human submissions. It took months to collect the human 

submissions, but only hours to generate the AI solutions, suggesting that collaboration between 

humans and generative AI can lead to significant cost reductions for performing creative tasks. 

In the organizational design framework Chalmers et al. (2021) use, established by Burton et 

al. (2019), decision systems are a component of organizational design. Giuggioli and Pellegrini 

(2023) focus on the decision system component in their organizational design equivalent section, 

calling the second phase of the AI enabled entrepreneurial process “decision-making”; the entre-

preneur uses AI to assist in making predictions with available data. Giuggioli and Pellegrini (2023) 

separate the research on this phase into three streams. The first stream highlights benefits of more 

firm-generated data and improved analytics enhancing decision support for entrepreneurs. Ma-

chine learning can aid in business model validation through a hybrid intelligence decision support 

system that uses an iterative approach of interaction with relevant stakeholders and formal analysis 

(Dellerman et al., 2019). Future success of perceived opportunities can be predicted pre-startup by 
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combining uncertainty factors with relevant datasets allowing decision makers to select favorable 

opportunities and identify high influence uncertainties (Tomy and Pardede, 2018). The second 

stream of studies centers on market analysis. Product introduction or discontinuation can be de-

cided through forecasting produced by machine learning applied to historical sales transactional 

data (Ramesh et al., 2018). Fish and Ruby (2009) show an effective approach for startups expand-

ing into export to screen foreign markets using self-organizing maps, a neural network clustering 

technique. The third research stream is about fundraising and crowdfunding. Deep learning, even 

using only basic project attributes such as category, funding target, and geographic location, can 

predict funding outcomes on Kickstarter data to a high degree of accuracy (Wang et al., 2020b). 

Using text data and semantic analysis in crowdsource funding outcome predictions can improve 

the model and indicate what entrepreneurs should emphasize (Yuan et al., 2016; Wang et al., 

2020a). Machine learning has been used for facial feature detection to determine likelihood of 

crowdfunding success based on appearance of trustworthiness (Duan et al., 2020) and emotion 

(Raab et al., 2020). Machine learning has been combined with graph theory to determine how 

network position impacts the success rate of investors, which also gives insight into how startups 

should select venture capital providers (Glupker et al., 2019). For decision systems, Shrestha et al. 

(2019) propose a typology of: full human to AI delegation, hybrid AI-to-human sequential decision 

making, hybrid human-to-AI sequential decision making, and aggregated human-AI decision mak-

ing. AI-to-human sequential decision making can optimize innovation strategies to source innova-

tion ideas, which is of interest to entrepreneurial firms as it reduces the cost of problem solving 

and of evaluating and selecting solutions. 
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3.4. Influence of AI on entrepreneurial performance and outcomes 

After we have outlined how AI may lead to entrepreneurial opportunities and affect decisions to 

exploit them, the question arises how AI influences the performance of entrepreneurs and the out-

comes of entrepreneurial activity. Relevant outcomes include business survival, pecuniary rewards 

such as earnings, and the wellbeing of the entrepreneur, which is partially determined by nonpecu-

niary rewards. Empirical research in economics on the effects of AI has so far focused more on 

job displacement through automation (see Section 5.1) than on productivity gains. Employment 

reductions hint at cost savings and thereby potentially higher profits for innovative entrepreneurs 

and their capital investors, at least in the short run. However, the extent of productivity gains 

through AI, their sustainability, and the distribution of the rewards are unclear; these are important 

research areas. 

Chalmers et al. (2021) speculate that AI technologies might enable some entrepreneurs with 

high technological skills and venture capital firms to gain large financial returns with comparably 

little effort. On the other hand, they reckon that rewards might often be concentrated in large cor-

porations who control critical amounts of capital and expertise. AI technologies may also favor 

large firms due to their ability to accumulate big amounts of data; Gerling et al. (2022) are con-

cerned that powerful corporations may invade privacy to collect ever more data. These economies 

of scale for AI might lead to industry concentration and the rise of superstar firms (Autor et al., 

2020). 

A related discussion revolves around access to AI algorithms and models. Open-source tech-

nology would facilitate market entry for entrepreneurs, whereas proprietary algorithms may lead 

to oligopolistic or monopolistic tendencies. Open-source algorithms may form a scaffold for en-

trepreneurs upon which they can build their apps and tools, although open-source software may 
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still come with conditions for use. Montes and Goertzel (2019) argue that decentralized and dis-

tributed AI can bring about more equitable development of AI. A counterargument against making 

AI open source is the concern that the open AI technologies could be misused by malicious actors. 

This may amplify risks of AI such as misinformation or bias. On the other hand, open-source 

technology can be scrutinized by a larger and independent community, which may decrease risks 

in a democratic way. OpenAI initially announced it would make its algorithms publicly available 

but has since retreated from that plan; Google and most other tech companies also keep their AI 

models closed. Meta made its trained generative AI text model Llama (the model’s weights, eval-

uation code, and documentation) openly available, although not the training data and the code used 

to train it (Nolan, 2023). 

The tension between opportunities for entrepreneurs due to the disruptiveness of AI and dis-

advantages for newly founded firms due to the particular economies of scale related to AI is an 

important avenue for entrepreneurship research. This research – we review initial empirical studies 

further below – should aim to inform government regulation of AI, antitrust policy toward big 

technology companies, and discussions on support programs for small businesses (such as certain 

exemptions from data protection requirements) or public investments in infrastructure (such as 

cloud services). 

Some researchers have begun to examine the causal effects of AI on performance in entrepre-

neurship by running field experiments. Otis et al. (2024) randomly assigned 640 Kenyan entrepre-

neurs into a treatment and a control group. They gave the treated participants access to an AI 

mentor via their smartphones powered by the LLM GPT-4. The control group received a standard 

business guide instead. Access to the AI advice did not influence performance on average in the 

full sample. However, when splitting the sample by pre-treatment performance, the authors find 
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interesting heterogeneity. Entrepreneurs in the treatment group with above-median performance 

increased their business performance by 15%, whereas those with below-median performance de-

creased their performance relative to the respective control groups. Further analysis revealed that 

entrepreneurs in both groups used the AI advisor, but low performers consulted it for more chal-

lenging tasks, which may have had adverse effects. Overall, the results point to the potential that 

AI might lead to an increasingly unequal distribution of rewards between high- and low-perform-

ing entrepreneurs. 

One might argue that the generative AI used in this field experiment has not been sophisticated 

enough yet to aid effectively in a wide range of complex tasks in entrepreneurship. Does AI im-

prove outcomes in more narrowly defined areas in the context of entrepreneurship such as judging 

business plans or angel investment? McKenzie and Sansone (2019) report that machine learning 

did not improve the prediction of performance outcomes (business survival, employment, sales, 

and profits three years later) in a business plan competition in Nigeria. They compared the perfor-

mance of the ML approach using more than 500 variables to simple prediction models such as 

logit regressions using only a handful of ad-hoc predictor variables. However, human judges per-

formed even worse than the simple prediction models, as their scores were uncorrelated with the 

outcomes. Blohm et al. (2022) compare the returns from investing via an angel investment plat-

form between 255 human business angels and an ML algorithm. On average, the algorithm 

achieved higher investment performance, and only experienced human business angels outper-

formed the machine. Further analysis suggests that experienced human business angels are partic-

ularly successful when they are able to suppress three decision biases: overconfidence, loss aver-

sion, and local bias, i.e., the tendency to make investments in close proximity to the investor’s own 
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location. Blohm et al. (2022) argue that ML algorithms are mostly unaffected by these biases, 

although more research is necessary, as bias might be introduced by the training data. 

While the result of Blohm et al. (2022) seems promising for AI, the underwhelming results 

reported by Otis et al. (2024) and McKenzie and Sansone (2019) are consistent with the challenges 

brought by the large uncertainty in entrepreneurship discussed at the opening of this section. In 

contrast, generative AI has been shown to lead to measurable performance increases in more nar-

rowly defined tasks such as writing tasks (Noy and Zhang, 2023) or customer support (Brynjolfs-

son et al., 2023), suggesting that AI might currently provide more useful support to more special-

ized employees than to entrepreneurs dealing with a broad range of challenging tasks in the face 

of uncertainty. 

4. Initial evidence on AI in entrepreneurship 

4.1. AI usage in entrepreneurial businesses 

The development of AI technology and its implementation has accelerated rapidly in recent years. 

Therefore, evidence about the usage of AI in entrepreneurial businesses has only recently been 

emerging. McElheran et al. (2024) study early adoption of AI in a very large and high-quality 

sample of firm data in the United States. Their analysis is based on more than 440,000 employer 

businesses observed in two datasets provided by the U.S. Census Bureau, the Annual Business 

Survey (ABS) in 2018, which included a technology module, and the administrative Longitudinal 

Business Database (LBD). The analysis focuses especially on a subsample of 75,000 young firms 

not older than five years. 

According to their results, only 6% of US firms used at least one of five AI technologies 

(automated-guided vehicles, machine learning, machine vision, natural language processing, or 
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voice processing) in 2017. Rammer et al. (2022) report the same share of firms using AI in 2019 

based on the Mannheim Innovation Panel (MIP), which is representative for firms in Germany in 

manufacturing and business-oriented services with at least 5 employees. This share of AI usage is 

likely lower than reported in studies such as Kazakova et al. (2020) for Europe or Chui and Mal-

hotra (2018) because these studies do not use representative samples and oversample larger com-

panies. Another reason may be that the LBD and the MIP asked for AI usage directly, but many 

people are not aware that they use AI technologies embedded in software, so indirect questions 

reveal higher rates of AI usage, as we show in the next section. The majority of firms using AI 

purchase commercially readymade applications rather than developing or customizing solutions 

in-house (Hoffreumon et al., 2024). 

Despite the low adoption rates of AI, McElheran et al. (2024) find AI usage in every sector, 

supporting the view that AI has the potential to become a general-purpose technology (Goldfarb 

et al., 2023). In fact, more than half of the firms with more than 5000 employees report usage of 

at least one AI technology, and about a quarter of these indicate that they use AI intensively. 

Czarnitzki et al. (2023) also report that firms using AI are larger and grow faster than other firms 

based on the German MIP. The skewness of the size distribution of firms using AI may point at a 

disadvantage of small and entrepreneurial businesses. Potential reasons for the skewed distribution 

include high fixed costs and specialized skill requirements for AI implementation. 

Among young firms up to five years old, McElheran et al. (2024) find that young owners with 

higher levels of education and experience are the most likely to report AI adoption. Owners using 

AI much more often state process innovation as their business strategy (39% in comparison to 20% 

among non-AI users) and that intellectual property is very important (40% versus 20%). Besides 
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innovation, AI users also mention social entrepreneurship as an important motive for their entre-

preneurial activity more often than owners not using AI. AI usage among young firms is positively 

associated with indicators of high-growth entrepreneurship such as venture capital funding (3% on 

average versus 1% among young firms not using AI), owning patents, and high capitalization at 

startup. Even controlling for these characteristics, AI adoption is found to be positively correlated 

with revenue growth among the young firms. As noted by the authors, this may suggest that AI 

usage supports firm performance, but the study cannot establish causality. For example, concern-

ing venture capital, it is possible that startups using AI attract venture capital, or that venture capital 

firms push ventures to adopt AI. In any case, these descriptive results show that the relationship 

between AI use and high-growth entrepreneurship is a very promising avenue for future research. 

Among firms in general (not limited to young firms), evidence from Germany suggests that AI use 

is associated with innovations that are new to the world (not only to a regional or sectoral sub-

market) as well as process innovations (Rammer et al., 2022) and productivity (Czarnitzki et al., 

2023); the latter paper also attempts to establish causality by using instrumental variables methods. 

McElheran et al. (2024) also document a pronounced geographic disparity in AI adoption 

among startups in the United States. Young firms using AI are concentrated in a small number of 

urban regions, including the Silicon Valley in California and the Research Triangle in North Car-

olina, suggesting that geographical proximity to leading academic centers and technology clusters 

is important (Kerr and Robert-Nicoud, 2020; Bessen, Cockburn and Hunt, 2023). Local face-to-

face interaction seems to be important for startup activity even in times of ubiquitous virtual com-

munication (Fossen and Martin, 2018). As startup clusters tend to reinforce themselves with tech 

startups attracting other tech startups, this may lead to a geographical “AI divide” between super-
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star regions and other regions falling behind (McElheran et al., 2024). However, perhaps less ob-

vious cities also emerge as centers of frequent AI-using startups, including Nashville, TN, San 

Antonio, TX, and Las Vegas, NV. 

Due to the rapid technological progress in AI and accelerating adoption by firms, it is im-

portant to monitor the developments with a minimal delay to inform research and potential policy 

responses. Bonney et al. (2024) report results on AI use by firms in the United States based on the 

Business Trends and Outlook Survey (BTOS) covering September 2023 to February 2024. The 

BTOS is a bi-weekly survey provided by the U.S. Census Bureau, which is representative of U.S. 

employer businesses and includes questions on AI use until August 2024. A difference to the find-

ings based on the ABS described above is that Bonney et al. (2024) report a more prevalent use of 

AI by small firms, leading to a U-shaped rather than increasing relationship of AI use with firm 

size. This might suggest that fixed costs for adoption of certain AI tools such as Generative AI 

have decreased, making these technologies more accessible for small and young firms. 

4.2. AI startups and their entry barriers 

The previous section reviewed evidence on the use of AI among young entrepreneurial businesses. 

Another empirical research question is how startups are actively involved in developing AI-

enabled products and services and bringing them to market, and whether young, entrepreneurial 

firms are able to compete against big technology companies. 

Fast-growing high-tech startups have played a central role in AI development. Some AI 

startups have received very large investments or were bought by Big Tech corporations. Some 

examples of such AI startups include OpenAI, the maker of ChatGPT, which received multi-billion 

investments from Microsoft; Inflection, the developer of another LLM; MosaicML, a generative 

AI orchestration bought by the leading data storage company Databricks for US$1.3 billion in 
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2023; and Europe-based Mistral AI. Figure 5 presents the number of newly funded AI startups that 

received over US$ 1.5 million between 2013 and 2023 by geographic region. A strong increase is 

visible in particular in the United States, extending its lead over the other regions. 

Figure 5: Number of newly funded AI startups by geographic area 

 

Note: Number of newly funded AI startups that received over US$ 1.5 million in funding between 2013 and 2023. 
Source: Adapted from Maslej et al. (2024), leveraging data from Quid. 

 

Dinlersoz et al. (2024) analyze AI startups defined more inclusively, not limited to startups 

receiving large investments. They use administrative data on business applications from the U.S. 

Census Bureau’s Business Formation Statistics to identify AI-related business applications over 

the period 2004-2023. The analysis shows that the annual number of new AI business applications 

was stable between 2004 and 2012, but began to accelerate thereafter, with a large upward jump 

in 2023, potentially related to the wide availability of generative AI. The likelihood of hiring others 

is found to be higher than for average business applications, suggesting that AI startups are begin-

ning to contribute to overall business dynamism.  
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An emerging literature has started to collect survey evidence on the activities of AI startups. 

Bessen, Impink et al. (2023a) administer five rounds of an online survey using Qualtrics. They 

recruit their survey participants mostly from startups labelled as AI firms in Crunchbase, a data 

provider reporting on more than 650,000 ventures and listing 28,000 startups related to AI in 2021 

(Weber et al., 2022), and from additional data sources such as the Creative Destruction Lab, a 

startup incubator. Bessen et al. (2022) and Bessen, Impink and Seamans (2023b) use subsets of 

these survey data, and the authors plan to collect further survey waves to continue the research. 

Can resource-constrained AI startups compete with big technology companies such as Alpha-

bet, Amazon, Meta and Microsoft in the AI arena or do large entry barriers tend to create and 

sustain oligopolies or monopolies? Firm entry, competition, innovation, and the future dynamism 

of the economy may depend on the answer to this question. 

In Section 3.4, we discussed concerns in the conceptual literature on AI and entrepreneurship 

that rewards from productivity gains through AI could be concentrated among large firms. This 

prediction finds empirical support in Babina et al. (2024). Using a measure of AI investments at 

the firm level based on the skills of hired workers, they estimate a positive relationship between 

AI investments and firm growth triggered by product innovation. Importantly, they report that this 

positive effect of AI investments increases in the firm’s initial size. 

Advantages for large firms in AI development and usage may stem from several potential 

entry barriers for AI startups. The first potential entry barrier is that developing and refining AI 

algorithms requires training data (Stucke and Grunes, 2016; Bessen et al., 2022), and large firms 

with significant resources and stocks of customers may be in a better position to collect, acquire 

and maintain big data (Chalmers, 2021), for example in the form of large proprietary databases 

(Cockburn et al., 2019; Desai, 2019). Yet, Bessen, Impink et al. (2023a) report that 80% of the AI 
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startups in their sample use customer data and 63% data available from third parties, including 

publicly available data, suggesting that they have access to sufficient data. There may be dimin-

ishing returns to the amount of big data beyond a certain point (Bajari et al., 2019), which would 

work against the emergence of unbreakable monopolies. However, it is likely that in some indus-

tries, the enormous data advantage of large incumbents makes it very hard for new competitors to 

enter the market, for example in the search engine market (Bessen, Impink et al., 2023a). Concern-

ing LLMs, Hoffman et al. (2022) find that the performance of LLMs at the time of their study 

would have benefitted more from additional training data rather than additional model parameters, 

highlighting the importance of the size of training data. However, they also speculate that scaling 

to ever larger data is only advantageous as long as the additional data is of high quality. Gerling et 

al. (2022, 12) derive from their literature review the interesting research question asking how en-

trepreneurs “cope with the paradox of providing functions that require data to operate, but these 

data are only generated by the operation”. We concur that further research is necessary to under-

stand the relevance of data-related entry barriers for AI startups. 

The second, related concern is that the training of AI models requires very significant IT in-

frastructure to store and process Big Data and to run the AI algorithms. The high fixed costs for 

capital investment may constitute a large entry barrier and lead to monopoly positions of big tech-

nology companies. However, Bessen, Impink et al. (2023a) find that the AI startups in their sample 

use cloud computing effectively, a technology that may make hardware necessary for AI accessible 

without imposing prohibitively high fixed costs. 

Third, it may be difficult for small, young firms to comply with data protection legislation and 

novel AI safety regulations. Firms of all sizes targeting the creation of similar AI products require 
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similar data resources. Data regulations make it more difficult for firms to collect, store and ana-

lyze data, in particular personally identifiable or employment data. Large firms are better able to 

employ specialized legal staff to manage compliance with regulations, potentially putting small 

firms at a disadvantage. This is particularly a concern in the European Union (Bessen, Impink et 

al., 2023a), which has stricter General Data Protection Regulation (GDPR) and passed the first AI 

safety law worldwide in 2023. Regulations requiring data sharing have been suggested as a poten-

tial remedy (Himel and Seamans, 2017). However, Bessen et al. (2022) find that AI startups using 

proprietary training data, as opposed to those using publicly available data, have a higher likeli-

hood of successfully acquiring follow-on venture capital funding. A potential explanation is that 

startups and venture capital providers may be hesitant to invest in developing products using sub-

stitutable, not proprietary training data as such products may not be sufficiently innovative and 

differentiated to be protected from competition. Therefore, regulations that require data sharing 

may not necessarily help startups. 

Rare skills are essential for AI startups. Gofman and Jin (2024) observe that universities that 

lost AI professors exhibit a reduced likelihood that their students establish AI startups and raise 

funding. They conclude that gaining knowledge from AI professors at universities is critical for 

successful AI startup activity among students. Scarcity of potential employees with the skills and 

talents necessary to develop AI products and services may be another barrier for AI startups, which 

may not be able to compete with big technology companies in terms of salaries and benefits they 

offer. Bessen, Impink et al. (2023a) note that most startups in their sample develop their own soft-

ware for most applications, suggesting that skilled developers are available to them, but future 

research should aim to provide direct evidence. 
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4.3. New survey evidence on AI exposure of entrepreneurs 

In this section, we present a novel analysis of population survey data to shed light on AI usage and 

AI-related work tasks performed by entrepreneurs in comparison to paid employees. Within the 

entrepreneurs we distinguish between the solo self-employed (nonemployers) and employers. We 

also investigate whether these occupational groups share similar worries about how technological 

change may affect their work. The solo self-employed, who are the majority of entrepreneurs in 

Germany as well as the United States, were not included in many prior studies due to data limita-

tions, for example in the studies by McElheran et al. (2024) and Bonney et al. (2024), because the 

ABS, the LBD and the BTOS provided by the U.S. Census Bureau only cover employer busi-

nesses. 

For this original analysis we use the German Socio-economic Panel (SOEP), a large panel 

survey of individuals randomly drawn from the population in Germany (Goebel et al., 2019). An-

nual interviews started in 1984; since then, the sample has been extended several times. In addition 

to the SOEP Core, which is the main study, the SOEP Innovation Sample (SOEP-IS) has been 

running annually since 2011 (Richter and Schupp, 2015). While the SOEP Core and the SOEP-IS 

implement different questionnaires in separate samples, both include the same set of standard ques-

tions asked every year, for example questions on self-employment, and are therefore directly com-

parable. The SOEP Core mostly repeats the same questions in regular intervals (annually or less 

often, depending on the question) to allow longitudinal analysis. It covered about 30,000 respond-

ents in 2020. In contrast, the SOEP-IS allows researchers to suggest their own set of questions 

(innovation module) to be administered in a smaller sample (about 5000 respondents in 2019). A 

SOEP survey committee chooses which proposed innovation modules will be included in the panel 

study. All SOEP data are released to all interested researchers worldwide (after an embargo period 
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of usually one year for the SOEP-IS). The panel structure of the surveys allows connecting re-

sponses of the same respondent to various questions across different survey waves. The SOEP 

Core has frequently been used in entrepreneurship research (e.g., Nikolova, 2019; Caliendo et al., 

2022; Sorgner and Wyrwich, 2022). More recently, entrepreneurship researchers have also intro-

duced their own innovation modules in the SOEP-IS (e.g., Fossen and Neyse, 2024). Similar op-

portunities for researchers to introduce own questionnaire modules within general population panel 

surveys are offered by the “Longitudinal Internet Studies for the Social Sciences” (LISS, see 

Scherpenzeel, 2011) in the Netherlands and the “Understanding Society Innovation Panel” in the 

UK (University of Essex, 2023), for example. 

A subsample of the 2019 SOEP-IS included an innovation module on the topic of digitaliza-

tion and AI (Fedorets et al., 2022). The 2020 SOEP Core repeated a subset of the questions in the 

larger sample. For our analysis of these data, we keep only currently working individuals (employ-

ees, solo self-employed individuals and employers) in our samples. The remaining sample from 

the SOEP Core contains 13,984-15,127 paid employees depending on the question (the variation 

is due to item non-response), 1053-1098 solo self-employed individuals, and 759-792 employers. 

The SOEP-IS digitalization module includes 676-698 paid employees, 36-39 solo self-employed, 

and 24-28 employers. Some results from the digitalization modules of the SOEP have been pub-

lished (Giering et al., 2021; Giuntella et al., 2023), but these papers do not distinguish between 

entrepreneurs and paid employees. We use the larger and more recent 2020 SOEP Core sample to 

analyze the questions contained in both surveys and supplement the analysis with additional ques-

tions only available in the 2019 SOEP-IS. 

The SOEP-IS inquired about AI use at work using one direct question and multiple indirect 

questions. The direct question asked for the use of “artificial intelligence or machine learning” 
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explicitly. About 18% of the paid employees and employers and 14% of the solo self-employed 

answered that they work with these technologies (Figure 6). However, it is possible that respond-

ents are not aware that they use AI because they are unsure what AI means. Therefore, the indirect 

questions asked for the use of more specific digital systems at work that are AI tools, but without 

mentioning the term AI: speech recognition, image recognition, text recognition, and automated 

answers to questions about specialized knowledge. Giering et al. (2021) observe that 45% of the 

respondents (pooling employees, solo self-employed and employers) answered that they used at 

least one of these digital tools weekly, and 37% even daily. The seemingly contradictory finding 

that these shares are much larger than the share of affirmative responses to the direct question on 

AI use suggests that many respondents are not aware that these digital tools, which are embedded 

in frequently used office software, are AI tools. For future research, this implies that indirect ques-

tions for AI use may lead to more accurate answers than direct questions; an alternative may be to 

explain the definition of AI to respondents before asking them about their usage of AI. 
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Figure 6: Direct question on AI use at work 

 

Notes: The bars show the shares of answers given by respondents within the three occupations. Observation numbers 
are provided below the shares. Source: Own calculations based on the 2019 SOEP-IS. 

 

Figure 7 shows the results from the indirect questions on AI use at work (first four questions) 

and, for comparison, one question on the use of a digital system that is not necessarily AI (pro-

cessing information and data), based on the larger 2020 SOEP Core. Respondents were asked to 

indicate how often they work with each type of digital system on a scale from 1 (never) to 5 (mul-

tiple times a day). The figure shows mean values by occupation with 95% confidence intervals. 

The results indicate that most respondents never use each of the four AI systems, whereas more 

use digital processing of information and data. Comparing the occupational groups, one can see 

that employers use all the digital technologies, including the AI technologies, significantly more 
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often than the other groups. Following behind the employers, solo self-employed individuals use 

AI tools processing language significantly more often than paid employees, whereas employees 

use non-AI digital systems processing information and data more often than the solo self-employed 

do. 

Figure 7: Frequency of work with digital systems 

 
Notes: Respondents were asked to indicate how often they work with each type of digital system. The first four digital 
systems are AI systems, although they were not presented to respondents using this term. Scale: 1=Never, 2=Seldom, 
3=Weekly, 4=Daily, 5=Multiple times a day. The x-axis is cut off at 2 for better readability. The figure shows mean 
values by occupation with 95% confidence intervals. Source: Own calculations based on the 2020 SOEP Core. 

 

The SOEP-IS also asked respondents how often they perform work tasks in the same areas 

themselves. Figure 8 shows the mean responses by occupation and is structured like the previous 

figure. The first four work tasks are likely performed by AI, whereas the fifth task (processing and 

evaluating information and data records) could be performed by non-AI digital systems. The figure 

reveals that respondents perform work tasks that could in principle be automated much more often 

than the frequency they use digital systems for the same tasks. For example, on average, respond-

ents perform text recognition more than weekly (Figure 8), but they use digital (AI) systems for 

this task between never and seldom (Figure 7). These results suggest that at the time of the surveys, 
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and humans continued to perform these tasks. There are various potential reasons for why actual 

implementation of AI lags behind its potential uses (Giering et al., 2021). First, AI implementation 

can be costly and may economically not be viable for many of the tasks. Second, technological 

obstacles for certain purposes in practice are likely. Third, there may be social, legal and ethical 

reasons and labor policies hindering AI implementation. The first two barriers to AI implementa-

tion will almost certainly become lower in the near future as AI technologies become cheaper and 

more powerful, whereas the future development of the strength of the third barrier is harder to 

predict. 

Figure 8: Frequency of work tasks suitable for AI 

 
Notes: Respondents were asked to indicate how often they perform each work task. The first four work tasks are 
suitable for AI in principle. Scale: 1=Never, 2=Seldom, 3=Weekly, 4=Daily, 5=Multiple times a day. The figure shows 
mean values by occupation with 95% confidence intervals. Source: Own calculations based on the 2019 SOEP-IS. 

 

Comparing the occupational groups in Figure 8, an interesting result is that paid employees 

perform two of the tasks suitable for AI (recognizing and processing speech and images) more 

often than the solo self-employed and about as often as employers (although the confidence inter-

vals overlap in the small SOEP-IS sample), in stark contrast to the finding that employees use 

digital (AI) systems for speech and image recognition less often than both groups of entrepreneurs 
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(Figure 7). This indicates that the gap between potential and actual use of AI is larger for employ-

ees than for entrepreneurs. Thus, there is more potential yet to be realized among employees by 

implementing AI. A potential reason is that employees may have been more resistant to AI imple-

mentation so far; entrepreneurs may be more willing to use AI to increase their productivity, as 

they are the claimants of the profits. The finding may suggest that larger transformations of their 

work are still ahead for employees, whereas solo self-employed and employers have already em-

braced AI more in their work. 

So far, we looked at the use of AI tools at work and the frequency of work tasks potentially 

suitable for AI. For comparison, Figure 9 shows the frequency of work with more traditional digital 

tools that do not necessarily involve AI, and Figure 10 reports the frequency of a wider spectrum 

of work tasks. It becomes apparent that digital tools like PCs and laptops are far more often used 

than AI tools. Only robots are used less often on average. Entrepreneurs (solo self-employed as 

well as employers) use laptops, notebooks, smartphones and tablets much more often for their 

work than employees, suggesting that their workplace is more mobile and flexible. Concerning 

general work tasks, it is interesting that searching, accessing, and providing information is among 

the most frequent work tasks of all respondents; these tasks are in principle suitable for AI, sug-

gesting that AI will have an impact on most working individuals. Only communication with col-

leagues and superiors is even more frequent for employees. The differences in the frequencies of 

work tasks between occupational groups are plausible: Employers are most likely to give orders 

to other people and to develop work processes. They also most often write or evaluate texts. As 

writing tasks such as pitching business ideas can be supported by generative AI (Short and Short, 

2023), the work of employers may be transformed strongly. 
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Figure 9: Frequency of work with digital (non-AI) tools 

 
Notes: Respondents were asked to indicate how often they work with each type of digital (non-AI) tool. Scale: 
1=Never, 2=Seldom, 3=Weekly, 4=Daily, 5=Multiple times a day. The figure shows means by occupation with 95% 
confidence intervals. Source: Own calculations based on the 2020 SOEP Core. 
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Figure 10: Frequency of general work tasks 

 
Notes: Respondents were asked to indicate how often they perform each general work task. Scale: 1=Never, 2=Sel-
dom, 3=Weekly, 4=Daily, 5=Multiple times a day. The figure shows means by occupation with 95% confidence in-
tervals. Source: Own calculations based on the 2020 SOEP Core. 
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Figure 11: Frequency of automatic interactions 

 
Notes: Respondents were asked to indicate how often they interact with each automatic digital system. Scale: 1=Never, 
2=Seldom, 3=Weekly, 4=Daily, 5=Multiple times a day. The figure shows means by occupation with 95% confidence 
intervals. Source: Own calculations based on the 2019 SOEP-IS. 
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pects of their work (Figure 12). On average, respondents indicate that they often or always self-

determine how they work, their work pace, and the order of their work. Learning new things and 

solving unforeseen problems is somewhat less often self-determined. The high self-determination 

is consistent with the low implementation of AI systems for monitoring and supervision. An inter-

esting insight of Figure 12 is that entrepreneurs (both solo self-employed and employers) report 

significantly higher levels of self-determination than employees concerning how, how fast, and in 

which order they work. This is consistent with reports in the literature that autonomy at work is a 
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Figure 12: Self-determination at work 

 
Notes: Respondents were asked to indicate how often they self-determine different aspects of their work. Scale: 
1=Never, 2=Rarely, 3=Sometimes, 4=Often, 5=Always. The figure shows means by occupation with 95% confidence 
intervals. Source: Own calculations based on the 2019 SOEP-IS. 
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Figure 13: Worries about technological change 

 
Notes: Respondents were asked about different concerns they might have relating to technological progress. Scale: 
1=No worries, 2=Some worries, 3=Big worries. The x-axis is cut off at 2 for better readability. The figure shows 
means by occupation with 95% confidence intervals. Source: Own calculations based on the 2019 SOEP-IS. 
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initial studies suggested that automation of a high percentage of jobs will be technologically fea-

sible in the near future (Frey and Osborne, 2017), subsequent studies emphasized that only certain 

tasks within most occupations can be automated (Arntz et al., 2017; Denger and Matthes, 2018), 

likely leading to a reorganization of many occupations rather than their complete displacement 

(Brynjolfsson et al., 2018). 

1 1.5 2

Concerns you can not keep up with technological progress

Concerns that your professional qualifications being
downgraded

Concerns that professional and personal not well aligned

Employees Solo self-empl. Employers
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At the same time, researchers have emphasized that waves of automation due to technological 

innovation not only substitute for labor, but also complement labor. These complementarities may 

increase productivity of labor and output, which may in turn lead to higher demand for labor and 

raise earnings (Autor, 2015). Like other technologies, AI also leads to the creation of new tasks 

and new jobs (Acemoglu and Restrepo, 2018b), so the net effect on employment is ambiguous. 

Lane et al. (2023) document results from a survey of more than 5000 workers and more than 

2000 firms in several developed countries. More than two thirds of employers report that AI has 

already automated tasks that workers used to do, and around half of them that AI has created tasks 

that were not previously done by workers. Acemoglu et al. (2022) analyze online job vacancies in 

the United States from 2010-2018 collected by Burning Glass. They report that AI-related vacan-

cies have been increasing strongly, and that establishments adopting AI reduce hiring in non-AI 

positions at the same time. 

An understanding of the impacts of AI on the labor market is important to derive potential 

implications for entrepreneurship. If AI leads to increased unemployment and underemployment, 

this may induce displaced workers who struggle to find employment to become self-employed as 

a last resort, which is also called necessity entrepreneurship (Congregado, Golpe and Van Stel, 

2012; Boeri et al., 2020; Fairlie and Fossen, 2020; Henley, 2021). In the Delphi study by van 

Gelderen et al. (2021), a minority of entrepreneurship experts expressed the belief that job loss due 

to AI automation will force many individuals to become necessity entrepreneurs by 2030. On the 

other hand, AI leads to potentially large opportunities for entrepreneurs who use new technologies 

for process and product innovation. For example, relating to an earlier technological invention, 

Shane (2000) shows how the introduction of 3D printing technology created opportunities for 
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growth-oriented entrepreneurship ranging from printing out organs to applications in the construc-

tion sector. We will return to implications for entrepreneurship in the next subsection after devel-

oping a better understanding of general labor market effects of AI. 

The impact of AI is likely to vary widely across different occupations, depending on whether 

substitution or complementarities between AI and human labor dominate, and to what extent oc-

cupations can be reorganized to incorporate new tasks. Fossen and Sorgner (2019) distinguish 

between destructive AI from the perspective of workers, threatening to displace workers, and trans-

formative AI, making workers more productive in reorganized jobs if workers are willing and able 

to adapt. Depending on how much occupations are affected by transformative or destructive AI or 

both, the space of occupations can be divided into four segments: rising star occupations are those 

affected by transformative, but not destructive AI, potentially leading to increased earnings; occu-

pations in machine terrain are affected by both destructive and transformative AI, making it crucial 

for workers to keep up with the changes at work through training; occupations in human terrain 

are not affected by either form of AI; and collapsing occupations are 6y becoming obsolete due to 

complete automation through destructive AI.7 

Acemoglu and Restrepo (2018a, 2019) model automation as capital taking over tasks previ-

ously performed by human labor. If it is cheaper to perform tasks by employing capital rather than 

labor, automation will result in displacement effects, that is, a decrease in wages and employment 

(see also Aghion et al., 2019). However, the displacement effect may be mitigated or even over-

compensated due to productivity gains brought by automation, increasing the demand for workers 

 
 

 
7 Casas and Román (2023) use a similar classification of occupations. 
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performing existing tasks that cannot be automated, and due to the creation of new tasks for human 

workers. This may then lead to a labor-reinstating effect.8 In the following, we show more formally 

how automation technology enabled by AI may change labor demand and wages, based on Ace-

moglu and Restrepo (2018b).9 Aggregate output Y can be represented as 

lnܻ = න lnݔ݀(ݔ)ݕ,
ே

ேିଵ
 (1) 

where y(x) denotes the output of task x. Tasks are indexed by x and normalized to lie between N-1 

and N. Each task can be produced by human labor, l(x), or by machines, m(x), if it can be auto-

mated. In particular, 

(ݔ)ݕ = ൜ߛ௅
(ݔ)݈(ݔ) + ܰ]߳ݔ  ݂݅   (ݔ)݉(ݔ)ெߛ െ 1,  [ܫ
,[ܰ,ܫ)߳ݔ ݂݅                     (ݔ)݈(ݔ)௅ߛ  (2) 

where ߛ௅(ݔ) is the productivity of labor in task x and ߛெ(ݔ) is the productivity of capital in auto-

mated tasks. Parameter I denotes the range of tasks that can be automated. Tasks with ݔ ൑  are ܫ

automated whereas tasks with ݔ >  are not. Automation is modeled as the expansion of the range ܫ

of tasks that can be performed by machines, that is, as an increase in I. Acemoglu and Restrepo 

(2018b) derive that, as the range of automated tasks increases, the wage W will change as follows: 

݀ lnܹ
ܫ݀

=
݀ ln(ܰ െ (ܫ

ܫ݀
+
݀ ln(ܻ/ܮ)

ܫ݀
, (3) 

 

where the first term on the right-hand side of the equation describes the displacement effect due to 

automation, which is always negative, and the second term is a productivity effect, which is always 

positive. It follows from Eq. 3 that automation technologies that are labor displacing but besides 

 
8 Gries and Naudé (2022) build on this approach, but argue that the services provided specifically by AI, in contrast 
to other automation technologies, can be modelled as abilities rather than tasks or skills. 
9 We represent the outline of the formal model as in Fossen and Sorgner (2022). 
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that not very productive (“so-so” technologies) will reduce wages and labor demand. In turn, bril-

liant automation technologies that substantially improve labor productivity can increase wages and 

labor demand. 

Furthermore, technologies that lead to the creation of new tasks for human labor are modeled 

as an increase in the total amount of tasks N. Acemoglu and Restrepo (2018b) show that an increase 

in N will increase wages: 

݀ lnܹ
݀ܰ

= ൤݈݊ ൬
ܴ

ܰ)ெߛ െ 1)൰ െ ݈݊ ൬
ܹ

௅(ܰ)൰൨ߛ +
1

ܰ െ 1 > 0. (4) 
 

R is the cost (or rental rate) of machines. Both terms on the right-hand side are positive. The first 

term (in square brackets) is a productivity effect and the second the reinstatement effect. Thus, 

technologies that expand the total amount of tasks with labor at a comparative advantage will 

increase wages and labor demand. In addition, deepening of automation, that is, displacement of 

previous automation technologies by more productive ones, will not displace workers (under the 

assumption of no change in I), but will tend to increase wages and labor demand. Finally, automa-

tion through AI may also lead to capital accumulation and thereby raise the overall demand for 

human labor. In sum, the overall theoretical impact of AI automation technologies on wages and 

labor demand are ambiguous, as they depend on whether the labor displacement effect or the 

productivity and labor-reinstating effects are stronger, making this an empirical question. 

Therefore, Fossen and Sorgner (2022) set out to analyze empirically whether exposure of oc-

cupations to AI leads to changes in wages and employment. They use microdata representative for 

the US population for 2011-2018 from the Current Population Survey and its Annual Social and 

Economic supplement as provided by the U.S. Census Bureau. Based on these data, they estimate 

the associations between exposure measures of occupations to AI with two sets of labor market 

outcomes at the individual level: year-to-year changes in individual wages and probabilities of 
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transitions out of the current paid employment. In particular, they consider transitions into non-

employment (unemployment or non-participation), switching between different wage and salary 

jobs, and transitions into self-employment. 

Several measures of impacts of digitalization and AI on occupations have been developed in 

the literature. The computerization probabilities (CP) of occupations estimated by Frey and Os-

bourne (2017) and the suitability of occupations for machine learning (SML) scores provided by 

Brynjolfsson and Mitchell (2017) and Brynjolfsson et al. (2018) are based on expert judgements. 

The AI Occupational Exposure (AIOE) scores presented by Felten et al. (2018, 2021) instead uti-

lize past progress in nine categories of AI as tracked by the Electronic Frontier Foundation. These 

progress measures are then linked to abilities used in occupations as described in the occupation 

database O*NET provided by the U.S. Department of Labor. Webb (2020) measures occupational 

exposure to AI, to non-AI software, and to robots by assessing textual similarities between de-

scriptions of patents and job tasks in O*NET. Paolillo et al. (2022) develop another measure of 

exposure of jobs to potentially AI-enhanced robots, the automation risk index. They compare ro-

botic abilities as described in the European H2020 Robotics Multi-Annual Roadmap to human 

abilities as defined in O*NET. While this approach is similar to that of Frey and Osborne (2017), 

Paolillo et al. (2022) use a finer matching based on more abilities. 

Felten et al. (2023) and Eloundou et al. (2023) focus on exposure of occupations to generative 

language models such as GPTs specifically. The resulting ability-level score by Felten et al. (2023) 

measuring exposure to LLMs is very highly correlated (correlation coefficient: 0.979) with the 

more general AIOE score provided in Felten et al. (2021). Felten et al. (2023) report that telemar-

keters followed by post-secondary humanities teachers are the occupations most exposed to LLMs, 
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and the most exposed industries are legal services followed by the securities, commodities, and 

investment industries. 

Fossen and Sorgner (2022) use four of the measures of occupational exposure to AI: the CP, 

the SML as well as the within-occupation standard deviation of these SML scores, and the AIOE. 

In their regressions, they control for a wide range of individual and occupation-level characteristics 

that may be correlated with AI exposure and may also affect the labor market outcomes, such as 

education, age, gender and prior income as well as offshoreability of the occupation (Blinder and 

Kruger, 2013). They also account for year, industry, and occupation category effects. The results 

show that effects of AI exposure were already detectable in the US labor market in the period 

under analysis. A larger CP or SML score of an occupation is associated with slower individual 

wage growth as well as a higher probability of entry into non-employment. In contrast, a higher 

AIOE score is associated with stronger wage growth and a lower probability of becoming non-

employed. These results are consistent with the interpretation that CP and SML capture destructive 

AI, whereas the AIOE scores capture transformative AI.10 

Fossen, Samaan and Sorgner (2022) extend the individual-level analysis of wage changes us-

ing the alternative measures of exposure of occupations to AI, to non-AI software, and to robots, 

as provided by Webb (2020). Fossen, Samaan and Sorgner (2022) find that occupational exposure 

to AI is associated with accelerated wage growth, whereas non-AI software and robots are associ-

ated with slower wage growth. Thus, Webb’s (2020) measure of occupational exposure to AI may 

capture transformative AI, like the AIOE scores. These econometric results contrast with simula-

 
10 For example, physicians and surgeons have a very low CP score, as these occupations will not be completely au-
tomized in the near future. At the same time, these occupations have a high AIOE score, as physicians and surgeons 
increasingly use new AI tools for diagnostics and other tasks, transforming their occupation. 
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tion results reported by Webb (2020). For his simulations, Webb (2020) assumes that the relation-

ship of wage changes with AI exposure will be negative, like the relationship between exposure to 

robots and software was in the past. Based on this assumption, he predicts that AI exposure will 

decrease wages at the 90th percentile relative to the 10th percentile in the future. However, this 

assumption may be questionable because Fossen, Samaan and Sorgner (2022) find that the asso-

ciation of wage changes with AI exposure is positive and thus has the opposite sign in comparison 

to the association of wage changes with exposure to robots and software. Further research is nec-

essary, especially because AI implementation in firms was still at an early stage in the data ana-

lyzed so far, and impacts are expected to become much stronger. Özgul et al. (2024) use the same 

measure of AI exposure by Webb (2020) to estimate impacts on the German labor market. They 

report heterogeneous effects by skill level and occupations. Future research should continue to 

consider effect heterogeneity; Fossen and Sorgner (2022) and Fossen, Samaan and Sorgner (2022) 

provide initial evidence of differential impacts by education, gender, age, industry, and other char-

acteristics. 

5.2. Opportunity and necessity entrepreneurship 

Given the widespread prediction that AI will fundamentally impact the labor market and the initial 

evidence reviewed above supporting this claim, it is straightforward to expect that the transfor-

mation of the labor market will also impact entrepreneurship, as an individual's decision to engage 

in entrepreneurship in part depends on the valuation of alternative employment options. A prereq-

uisite for a meaningful empirical analysis is a measurable definition of different types of entrepre-

neurship, which we discuss in this section. 

Entrepreneurship is a multifaceted concept, and definitions and measurements in empirical 

studies should take into account the pronounced heterogeneity among entrepreneurs (Congregado, 
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2007). Researchers using general population data often use self-employment as an observable, 

broad and inclusive measure of entrepreneurship, where the self-employed include nonemployers 

as well as employers and those working alone as well as those working with partners in a partner-

ship business (e.g., Fairlie, 2013; Congregado et al., 2024). Self-employment incorporates key 

elements of most conceptual definitions of entrepreneurship, such as more autonomy and a larger 

income risk in comparison to wage and salary employment. However, not all self-employed inno-

vate, and many self-employed do not have any intention to grow their business (Hurst and Pugsley, 

2011). Entrepreneurs who innovate and grow have a larger impact on the economy, as they gener-

ate positive external effects through innovation and may create jobs, and for this reason, they are 

often the focus of academic interest and public policy. 

This motivates the need to distinguish between types of entrepreneurs within the self-em-

ployed. Most researchers use dichotomous distinctions and differentiate between two types of en-

trepreneurs with different labels, which to a large extend capture similar concepts, such as oppor-

tunity versus necessity entrepreneurship (e.g., Van der Zwan et al., 2016; Fairlie and Fossen, 2020) 

or pull- versus push-entrepreneurship (e.g., Storey, 1991; Ritsilä and Tervo, 2002). Opportunity 

entrepreneurs become entrepreneurs because they see opportunities superior to paid employment, 

they are pulled into entrepreneurship by conditions they see as favorable. Necessity entrepreneurs 

are those who become self-employed due to a lack of alternatives. They cannot find acceptable 

paid employment, so they are pushed into self-employment as a last resort to make a living.11 

Different empirical strategies have been suggested in the literature to operationalize the dis-

tinction. Although some scholars call for moving beyond dichotomous classifications (Caliendo 

 
11 This has also been called a “refugee effect” (Thurik et al., 2008). 
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and Kritikos, 2019; Dencker et al., 2021) and a more fine-grained view of necessity entrepreneur-

ship (O’Donnell et al., 2024), such approaches are currently often limited by data availability. The 

Global Entrepreneurship Monitor, which has been used frequently in entrepreneurship research 

(Bosma, 2013), asks survey respondents directly for their motivation to become entrepreneurs. A 

disadvantage is that the answer is subjective and might be influenced by the success of the business 

after its launch. Fairlie and Fossen (2020) suggest classifying the self-employed based on their 

labor market status prior to entry into self-employment. If they were paid employees (or not in the 

labor force, for example, in education) before, they are labeled opportunity entrepreneurs, and if 

they come out of unemployment, they are labeled necessity entrepreneurs.12 Those who are regis-

tered as unemployed are actively seeking employment by definition, so if they become self-em-

ployed, this is likely due to a lack of alternatives. In contrast, somebody who quits a paid job to 

become self-employed has an alternative, but likely perceives a better opportunity in entrepreneur-

ship. This operational definition of necessity versus opportunity entrepreneurs has the advantages 

that it is consistent with standard entrepreneurship models, that it is objective, that it is determined 

before the launch of the business, and that it is readily observable in many micro datasets, either 

based on repeated observation of an individual in panel data or on retrospective questions (Fairlie 

and Fossen, 2020). 

Of course, this is not the only possible operationalization of the different types of entrepre-

neurs, and other approaches are also useful depending on the research question and the data at 

hand. Some papers distinguish between nonemployers and employers, arguing that employers have 

shown growth ambition and have a larger impact on the economy by creating at least one job for 

others (e.g., Congregado, Golpe and Parker, 2012; Coad et al., 2017; Fairlie and Miranda, 2017; 

 
12 Block and Sandner (2009), Block and Wagner (2010) and Fossen and Buettner (2013) use similar approaches. 
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Caliendo et al., 2022; Nikolova et al., 2023). Other studies use the legal form of the business en-

trepreneurs are running as a separating device. Levine and Rubinstein (2017) show that the self-

employed who own an incorporated business in the United States are more likely to innovate than 

those who own an unincorporated business, and Åstebro and Tåg (2017) find that entrepreneurs 

with an incorporated business in Sweden are more likely to create jobs. The classification based 

on incorporation status is useful within a certain country and limited period, but less appropriate 

when making comparisons across countries or over longer periods, because incentives to incorpo-

rate differ widely across countries and often change over time, for example due to reforms of tax 

legislation. Within single countries, Fairlie and Fossen (2020) document a large correlation be-

tween their classification of opportunity versus necessity entrepreneurs based on the prior employ-

ment status with classifications based on being an employer or incorporation status. Moreover, 

Fossen (2021) finds that the entry rate into unincorporated self-employment increased during the 

Great Recession in the United States, when unemployment was high, but not into incorporated 

self-employment, providing further evidence of the association of unincorporated and incorporated 

self-employment with necessity and opportunity entrepreneurship, respectively. 

5.3. Occupational impacts of AI and transitions into entrepreneurship 

Fossen and Sorgner (2021) investigate empirically whether early impacts of AI on occupations are 

already influencing transitions into entrepreneurship. The study highlights the importance of nu-

anced analysis distinguishing between different types of entrepreneurs as well as between different 

AI impacts on occupations, i.e., destructive and transformative. The paper separates between the 

self-employed with incorporated and with unincorporated businesses, following Levine and Ru-

binstein (2017). Fossen and Sorgner (2021) hypothesize opposite effects of new digitalization and 
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AI technologies on unincorporated and incorporated entrepreneurship. They predict that employ-

ees working in occupations that are exposed to destructive digitalization (from the perspective of 

workers) are more likely to transition to unincorporated entrepreneurship, because they may be-

come necessity entrepreneurs as an adjustment mechanism when they face the risk of displacement 

from their paid jobs. However, these individuals at risk of losing their jobs due to AI automation 

may lack skills or finance necessary to start an incorporated business. Different effects are ex-

pected in occupations that are affected by transformative digitalization, where employees become 

more productive due to complementarities of human labor with new AI technologies. As employ-

ees in these occupations potentially experience productivity and wage growth, they will be less 

likely to become self-employed with small-scale, unincorporated businesses because their oppor-

tunity costs of doing so increase. At the same time, employees exposed to transformative digitali-

zation in their occupation may discover new opportunities to start growth-oriented, incorporated 

businesses making use of advances in AI in their area of work. 

The empirical analysis is based on individual-level rotating panel data from the Current Pop-

ulation Survey provided by the U.S. Census Bureau from January 2011 to October 2018, thus, 

referring to a period of early implementation of AI. The authors use multinomial logit models to 

estimate the choice of paid employees to transition to incorporated or unincorporated entrepre-

neurship from one month to the next; alternative outcomes are becoming unemployed or switching 

between different wage occupations, while remaining in the current job is the base category. The 

main explanatory variable is one of the measures of exposure of occupations to digitalization and 

AI that we introduced in Section 5.1: CP (Frey and Osbourne, 2017), the mean and within-occu-

pation standard deviation of SML (Brynjolfsson and Mitchell, 2017; Brynjolfsson et al., 2018) and 

AIOE (Felten et al., 2018, 2021).  
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The empirical results presented by Fossen and Sorgner (2021) support the hypotheses, alt-

hough only for certain groups of individuals in some cases. Employees in occupations that are 

subject to destructive digitalization and AI are more likely to transition to self-employment with 

unincorporated businesses, suggesting that they have an increased probability of becoming neces-

sity entrepreneurs as they face the risk of displacement from their jobs. Interestingly, this effect is 

found most persistently for high-skilled individuals, not for low-skilled individuals, who are more 

likely to become unemployed instead. The option of starting a business as an adjustment mecha-

nism in the face of destructive impacts of AI on one’s job does not seem to be viable for many 

low-skilled workers. The effect of destructive digitalization on transitioning to incorporated entre-

preneurship is negative for low-skilled individuals, who may lack the skills necessary to start an 

incorporated business when their work experience is devalued due to automation. The effects of 

transformative digitalization of one’s occupation go in the opposite directions. Transformative new 

digital and AI technologies decrease the probability of entry into unincorporated self-employment, 

plausibly reflecting higher opportunity costs of self-employment due to increased productivity and 

wages in paid employment. However, for employees with a high-school degree and older employ-

ees, an increased probability of starting an incorporated business is detected in occupations ex-

posed to transformative digitalization, suggesting that advances in AI indeed lead to new business 

opportunities for growth-oriented entrepreneurship. Future research might consider utilizing meas-

urements of AI impacts at the task or work-activity level rather than at the occupation level for a 

more fine-grained analysis. 

5.4. AI and entrepreneurship in regional labor markets 

Given the evidence that AI impacts on occupations have started affecting labor markets in general 

and transitions into entrepreneurship in particular, once can expect that regions with a large share 
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of workers employed in occupations exposed to AI will see stronger effects on their local labor 

market and entrepreneurial activity than less exposed regions. This may lead to new regional dis-

parities and high pressure on some regions to adjust. Fossen, McLemore and Sorgner (2022) ana-

lyze heterogeneous impacts of AI on entrepreneurship in states and counties within the United 

States due to the local occupational structures. The analysis is based on individual-level data from 

the American Community Survey provided by the U.S. Census Bureau, which is well suited for 

regional analysis. The study documents pronounced regional differences in the impact of digitali-

zation and AI on incorporated and unincorporated entrepreneurship. Entrepreneurs in metropolitan 

areas are most likely to benefit from advances in AI (for example, in the Bay Area in California, 

extending via Sacramento to Reno in Nevada), but heterogeneity between different urban regions 

is large. The findings suggest that AI exposure through the regional occupational structure is an 

important element of regional entrepreneurial ecosystems, which we will discuss in detail in the 

next section. 

Most impact measures of digitalization and AI on occupations (e.g., CP, SML, AIOE, and 

Webb’s measure) were developed for the United States and reflect tasks performed and skills used 

in these occupations there. Naturally, there is high interest in analyzing AI impacts on labor mar-

kets and entrepreneurship in other countries as well. Some studies use the same AI impact 

measures for the same occupations in other countries, employing crosswalks of occupation codes 

if necessary (e.g., Casas and Román, 2023). This approach will capture differences in AI impacts 

across countries as far as they are determined by differences in the occupational structure, i.e., the 

prevalence of certain occupations in different countries. However, a limitation of this approach is 

that the same occupation may be comprised of different tasks in different countries and require 

different skills (Arntz et al., 2017; Carbonero et al., 2023). For example, an important part of the 
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occupation of craftspeople in Germany is teaching, because they instruct apprentices, whereas 

teaching crafts is performed by teachers in schools in other countries. Differences in contents of 

occupations are particularly stark between developed and developing countries. For instance, a 

large share of a farmer’s work in a developing country may be manual field labor, whereas a 

farmer’s workday in the United States is filled to a larger extend with accounting work. Therefore, 

new AI technologies may have varying effects on occupations in different countries, as AI tools 

may be suitable for tasks that are important in an occupation in one country, but not in another 

country. A potential solution for research could be to develop new AI impact scores for other 

countries, but this is often prohibitively expensive and difficult, especially in resource-constrained 

countries. Another approach consists of regressing AI impact scores in the country that they were 

developed for on job characteristics or characteristics of individual workers, and then using the 

estimated model to predict the AI impact scores in a different country, based on characteristics 

observed there (Arntz et al., 2017). However, this approach still requires a crosswalk of occupa-

tions, and the precision achievable with this method seems limited. 

Therefore, Carbonero et al. (2023) develop an alternative method to translate occupational AI 

impact scores developed for one country to another country. They suggest employing individual-

level surveys of workers’ skills available in both countries, such as the World Bank’s Skills Meas-

urement Program (STEP) for developing countries or the Survey of Adult Skills (PIAAC) for 

OECD countries. A crucial step in this approach is to find semantic similarities between the textual 

descriptions of work activities in the original country, for which AI impact scores are available, 

and the textual descriptions of the workers’ skills elicited in the survey. Some studies rely on man-

ual linking. For example, Georgieff and Hyee (2022) manually match abilities in job descriptions 

in O*NET for the United States to skills in PIAAC to use the AIOE scores developed for the US 
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by Felten et al. (2018) for 23 other OECD countries. However, a manual assessment of similarities 

is costly and subjective. Carbonero et al. (2023) attempt to overcome this limitation by applying 

the automated semantic textual similarity matching technique SBERT (Reimers and Gurevych, 

2019). The constructed matrix of similarity then allows reweighting the AI impact scores based on 

the skills that workers in a particular occupation use in different countries, as observed in the 

workers’ skills survey. Carbonero et al. (2023) illustrate the method by translating the SML scores 

(Brynjolfsson and Mitchell, 2017; Brynjolfsson et al., 2018) from the United States to the devel-

oping countries Lao PDR and Viet Nam. Brynjolfsson et al. (2024) are also working on a project 

named WorldSML to present their SML scores for other countries, it will be very interesting to 

compare the approaches and results. 

6. AI and entrepreneurial ecosystems 

The concept of entrepreneurial ecosystems (EE) is an attempt to describe the emergence and evo-

lution of entrepreneurship within a specific context in a systemic way (Spigel, 2017; Stam and 

Spigel, 2018; Wurth et al., 2022, 2023). At the core of the EE concept is the premise that entrepre-

neurship is undertaken by individuals based on the structure of incentives, such as payoffs. Indi-

vidual entrepreneurial behavior is further affected by a complex institutional framework that might 

facilitate or hinder entrepreneurship. This framework consists of multiple elements, such as formal 

regulations, physical infrastructure, talent supply, networks, finance, or entrepreneurship culture. 

Moreover, all elements of EE are mutually interdependent, so that it is not merely entrepreneurship 

that is affected by the environment, but the context itself can change in response to evolving en-

trepreneurial activities. The output of a successful EE is productive entrepreneurship that fosters 

economic development and growth. In this sense, innovative and growth-oriented startups, e.g., 

‘gazelles’ or ‘unicorns’, are frequently considered as a proxy for productive entrepreneurship.  



 

 

 

 

68 

While EE can be defined at different regional levels (Malecki, 2018), such as nations (Acs et 

al., 2015), regions within countries (Stam, 2015), or cities (Audretsch and Belitski, 2017), the role 

of geography in EE has frequently been emphasized in various studies (Stam and Spigel, 2018). 

The main rationale for studying EE at the local level is that at least some of the EE elements are 

determined at a rather narrowly defined regional level (often within countries). While many formal 

institutions can be defined at a national level (e.g., labor market regulations) or a supranational 

level (e.g., the General Data Protection Regulation that is defined at the EU level), entrepreneurial 

culture or natural conditions for doing business (e.g., risk of natural disasters, proximity to natural 

resources) tend to be local. 

Table 1: Effects of AI on entrepreneurial ecosystems  

Effects on EE elements Effects on EE outputs Effects on EE processes, 
links, and feedback mecha-
nisms 

x Effects on existing EE ele-
ments by modifying them 
and/or changing their rela-
tive importance within an 
EE; 

x Creation of new EE ele-
ments. 

x Effects on the quality of 
entrepreneurship, for in-
stance, in terms of produc-
tivity, job creation, and ef-
fects on regional economic 
performance (e.g., eco-
nomic development, eco-
nomic growth, economic 
and social inequalities); 

x Effects on novel or rare 
types of entrepreneurship, 
such as unicorns and digi-
tal startups.  

x Effects on links between 
EE elements and/or be-
tween EE elements and EE 
outputs; 

x Effects on long-term per-
sistence of regional entre-
preneurship by (poten-
tially) reducing the role of 
geography for certain 
types of entrepreneurship. 

 

There are several ways in which AI may affect EE, which can broadly be divided into three 

categories: effects of AI on EE elements, effects of AI on EE outputs, and effects of AI on EE 

processes, links, and feedback mechanisms (see Table 1 for an overview). First, new digital tech-

nologies, such as AI, may affect specific elements of EE. For instance, AI can alter the structure of 
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incentives and change the opportunity cost of setting up a business by impacting local job markets 

(Fossen, McLemore and Sorgner, 2022) or reducing the economic cost of running a business 

(Goldfarb and Tucker, 2019). In addition, universities with departments specialized in AI may 

become a new source of knowledge spillovers that might affect the nature of entrepreneurial op-

portunities in an EE. One concern is, however, that, currently, Big Tech companies dominate AI 

research (including basic research in computer science), such that there are worries about the via-

bility of publicly funded research in this field (Jacobides et al., 2021). Colombelli et al. (2024) 

provide evidence that the presence of digital knowledge spillovers in a NUTS313 region, measured 

by the share of graduates in Information, Communication and Technology (ICT) topics and the 

stock of ICT patent applications per inhabitant, as well as the regional digital skill endowment are 

positively associated with the number of digital innovative start-ups in a region. In addition, AI 

may also reduce the importance of some previously relevant EE elements, such as professional 

services, by promoting disintermediation and reducing the power of intermediaries in value chains 

(Autio et al., 2018).  

Moreover, AI may lead to the emergence of new EE elements, such as access to digital infra-

structure, big data, cloud providers and cybersecurity expertise by entrepreneurs. These new EE 

elements may play a key role in competitiveness and sustainability of an EE. For instance, access 

to larger databases reduces the cost of training AI models and increases the accuracy of predictions, 

thereby facilitating data-driven decision-making in startups. AI ecosystems may themselves rep-

resent a novel element of an EE that interacts with other established elements, facilitates them, and 

is affected by them. The evolution of AI ecosystems varies widely across geographic areas, which 

 
13 The nomenclature of territorial units for statistics (NUTS) is a geographical system, according to which the territory 
of the European Union is divided into regions at three hierarchical levels: NUTS 1, 2 and 3, moving from larger to 
smaller territorial units. 
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is due to differences in institutional, political, academic, and cultural backgrounds. Regarding the 

latter, for example, while 86% of end users of AI in China generally trust AI-driven decisions, 

only 45% of European users and 39% of American users do so (Jacobides et al., 2021, 423). More-

over, evolution of AI ecosystems may affect institutional frameworks that regulate their usage and 

their further development (e.g., the approved EU AI Act will restrict employment of specific types 

of AI systems).  

Second, AI may affect the output of EE, which is productive entrepreneurship. It is still an 

open question in how far AI affects productivity and job creation in startups. Despite the rapid 

recent developments in AI, the corresponding productivity gains appear rather modest (Furman 

and Seamans, 2019), with only 11% of companies deploying AI reporting a significant benefit 

from it (Ransbotham et al., 2020). Brynjolfsson et al. (2019) speculate that this is due to lack of 

complementary investments into commercialization of innovative business ideas in this field. In 

terms of job creation, one could consider unicorns as an example. While unicorns are defined by 

the estimated value of the company, which should be at least 1 billion U.S. $, rather than by its 

size, there are examples of unicorns that would formally fall within a category of Small and Me-

dium Sized Enterprises (SMEs). Also, AI has facilitated algorithmic management practices on 

digital platforms (Parent-Rocheleau and Parker, 2022), which accelerated the rise of gig work that 

would be classified as self-employment (not necessarily entrepreneurship in the Schumpeterian 

sense). In addition, there is a risk of destructive digital entrepreneurship that may lead to so-called 

digital dystopias, such as digital platform capitalism, the surveillance state, digital divides, and 

cybercrime, among others (Naudé, 2023). 

Third, elements within an EE are highly interdependent (Leendertse et al., 2022), and AI may 

affect processes within an EE by influencing links and feedback mechanisms between EE elements 
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as well as between EE elements and EE outputs. It has often been stressed that well-functioning 

EE create self-perpetuating effects on future levels of entrepreneurship, that is, currently successful 

EE are likely to create more productive entrepreneurship in the future. This also implies that it is 

challenging to promote entrepreneurship in regions with inefficient EE that result in low levels of 

high-quality entrepreneurship. This effect has been observed in various studies of long-term per-

sistence of regional entrepreneurship (Fritsch et al., 2019; Fritsch and Wyrwich, 2023). A fre-

quently suggested policy implication to foster entrepreneurship in regions with less successful EE 

is to focus on EE elements that are more persistent over time, such as local entrepreneurship cul-

ture, which appears to be one of the main drivers of long-term persistence of entrepreneurship. It 

is yet to be investigated how far AI will affect the self-perpetuating effect entrepreneurship has 

had on EE, but some preliminary evidence on the role of regions in AI-adopting behavior of firms 

suggests that it could potentially be highly disruptive. 

For instance, a study of AI technology adoption in more than 380,000 firms in Germany, 

Austria, and Switzerland found that the pattern of AI adoption is highly clustered, thus, indicating 

the presence of regional hotspots associated with production of AI knowledge (Dahlke et al., 

2024). This is consistent with the findings by McElheran et al. (2024) for the United States reported 

above. Dahlke et al. (2024) found AI adopters to be highly interconnected within the AI knowledge 

network, whereby cognitive proximity to the source of AI knowledge appears to play a key role.14 

A surprising finding was that the transmission of AI knowledge is not affected by geographic 

proximity. Thus, even though the production of knowledge continues to be local, AI knowledge 

could potentially spill over to very distant locations. This could imply a reduced dependency of 

 
14 Cognitive proximity refers to the similarity of cooperating firms' knowledge bases. 



 

 

 

 

72 

AI-adopting startups on geographic proximity to EE, but a strong dependency on cognitive prox-

imity to EE. Although the AI knowledge base is strong in certain places, knowledge spillovers 

from AI are yet very limited (Cetindamar et al., 2020). This raises important questions concerning 

barriers for commercialization of AI knowledge and what could be done to facilitate these pro-

cesses. 

While the reduced dependence of AI-adopting business ventures on geographic distance may 

come as little surprise, it is not straightforward whether AI is likely to have a positive or a negative 

effect on the overall importance of EE in fostering productive entrepreneurship. This is because 

AI may increase the importance of some EE elements (e.g., universities as a source of knowledge 

spillovers and talent) and decrease the importance of other EE elements (e.g., dependence on in-

termediaries and local social networks), as discussed above. While geographic location played a 

key role in traditional EE, it is an open question in how far geography matters in an increasingly 

digitized world. Desai (2019) raises the research question asking if AI will diminish the geograph-

ical dimension of entrepreneurship due to reduced reliance of entrepreneurs on local human capital 

and other resources and local opportunities. Recent literature on digital affordances seems to sug-

gest that the dependence of startups on regional clusters as sources of entrepreneurial opportunities 

has decreased, since startups are now enabled by digital technologies to access opportunities far 

beyond regional clusters (Autio et al., 2018). This preliminary evidence calls for re-considering 

the concept of EE, and particularly, the role of geography in building successful EE. 

So far, a main limitation of the EE framework was that it did not systematically account for 

the role of technological transformation (Song, 2019; Subramaniam et al., 2019; Ferreira et al., 

2023). As a result, some researchers consider the impact of digital transformation on EE to be so 

profound and disruptive, such that a new concept of digital entrepreneurial ecosystems (DEE) has 
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been put forward to better understand entrepreneurship in the digital world from the perspective 

of platform-based ecosystems. According to Sussan and Acs (2017, 63), “the digital entrepreneur-

ial ecosystem is the matching of digital customers (users and agents) on platforms in digital space 

through the creative use of digital ecosystem governance and business ecosystem management to 

create matchmaker value and social utility by reducing transactions cost.” This definition relies on 

four key elements that make up a DEE, namely, digital infrastructure governance, digital user 

citizenship, digital entrepreneurship, and digital marketplace. The digital infrastructure govern-

ance refers to a set of rules and technological standards for digital usage that are related to entre-

preneurial activities. The digital user citizenship element describes participation of citizens in a 

digital environment and implies that a DEE relies on the availability and the quality of digital 

users, for instance, in terms of their digital literacy. Digital marketplaces include, for instance, 

social network-based businesses, e-commerce, e-health, e-education, and e-government. Lastly, 

digital entrepreneurship refers to entrepreneurial activities that optimize the utilization and recon-

figuration of digital infrastructure in the form of new systems, new platforms, and new networks 

(Nambisan, 2017; Berger et al., 2021). 

This approach has been criticized and revised by Song (2019), who proposed, for instance, to 

extend the notion of digital entrepreneurship in the DEE framework by Sussan and Acs (2017) to 

include digital technology entrepreneurship that refers to “entrepreneurial opportunities based on 

ICT related to IoT, data security, connectivity solutions, cloud platforms, networking software, 

management solutions, smart home, and so on” (Song, 2019, 575). Overall, the modified DEE 

framework proposed by Song (2019) includes (1) digital user citizenship; (2) digital technology 

entrepreneurship; (3) digital multi-sided platforms; and (4) digital infrastructure governance con-

cept (this element remains without modification). It should be noted that the concept of DEE and 
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the frameworks described above are not exclusively related to AI technologies, but they are de-

signed to include a broader set of digital technologies. Moreover, by explicitly referring to digital 

marketplaces and multi-sided platforms, their focus is more on digital platform economies rather 

than on digital transformation within a local EE. In sum, the DEE concept seems to complement 

rather than substitute the concept of EE, while potential overlaps are still to be investigated. For 

instance, several studies proposed a notion of DEE that seeks to integrate both frameworks more 

strongly (see, e.g., Du et al., 2018, Elia et al., 2020, Keyhani et al., 2022). 

While the literature on DEE is still in its emerging state, a recent study offering a systematic 

literature review of DEE suggests a DEE typology, thereby recognizing that digital technologies 

may fulfil different roles in different types of DEE (Bejjani et al., 2023). The authors distinguish 

between four types of DEEs depending on the degree of autonomy in governance and the degree 

of collaboration within the ecosystem. For instance, in the “marketplace ecosystem” (low auton-

omy, high collaboration), the main role of digital technologies consists in mediating interactions, 

and the ecosystems emerge around multisided platforms. In turn, in the “chat room ecosystem” 

(high autonomy, high collaboration), the role of digital technologies is to facilitate entrepreneurial 

opportunities around entrepreneurial clusters. This approach appears promising, as it provides a 

framework, within which similarities and distinct characteristics of EE and DEE can be studied. It 

could be a useful extension to this approach to focus on the dominant type of digital technologies 

in each DEE type, as the approach does not explicitly mention the role of AI. 

It is still an open question what can be considered as an appropriate output of a DEE. Sussan 

and Acs (2017) see a sustainable ecosystem as the outcome of the DEE. Recent studies have sug-

gested using unicorns to measure the performance of DEEs, as they usually rely on digital tech-

nologies (Torres and Godinho, 2022; Venancio et al., 2023). Torres and Godinho (2022) also show 
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that all elements of DEEs are necessary to produce digitally enabled unicorns, while only a few of 

them are relevant for a high level of new business formation. This suggests that DEEs play a more 

important role in fostering high-quality (digital) entrepreneurship rather than in increasing the pure 

quantity of new businesses. 

In general, there is a striking tendency in the above-mentioned literature not to focus on AI 

specifically, but rather to assume that it is a general-purpose digital technology that has disruptive 

effects on EE. In their literature review, Mariani et al. (2023) identify only a handful of studies 

examining AI in relation to entrepreneurial ecosystems. One potential reason behind this signifi-

cant research gap is that AI entrepreneurial ecosystems represent an emerging entrepreneurial eco-

system. While established EEs likely have most key elements materially visible, which makes 

them more easily measurable using established metrics, emerging EEs are not yet mature enough 

to display their distinct material elements, so that non-conventional approaches, such as cultural 

mapping, are needed to correctly identify them (Hannigan et al., 2022). In response to this chal-

lenge, Jacobides et al. (2021) provide a deeper insight into the evolution of AI ecosystems that 

consist of the complex interdependency of multiple actors, including developers, manufacturers 

and users of AI. By distinguishing among AI enablement, AI production, and AI consumption, the 

authors were able to show that AI production is dominated by a small number of Big Tech firms 

who set the trends in the evolution of AI. In terms of AI adoption, only a small share of firms can 

access high-quality data and technology. While (national) AI ecosystems are deeply rooted in a 

country’s cultural and political backgrounds, a few companies are building global AI ecosystems. 

By doing so, they create benefits not only for themselves, but also for their complementors in the 

segment. 
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Digitalization of economies creates the need for new tools to measure digitally transformed 

EE to inform policy makers. Several measures of DEEs have been put forward in various studies. 

One of such measures, the European Index of Digital Entrepreneurship Systems (EIDES), was 

proposed by Autio et al. (2018) to support policies in the domain of digital innovation and start-

ups. The EIDES is designed to measure both physical and digital conditions for entrepreneurship 

in EU 28 countries, and it closely resembles the traditional concept of EE. It consists of three sets 

of conditions: i) the general framework conditions including, for instance, culture, formal institu-

tions, regulation, taxation, market conditions, and physical infrastructure; ii) the systemic frame-

work conditions including human capital, knowledge creation and dissemination, finance, and net-

working and support, and iii) digitalization conditions that provide the digital context for both 

above-mentioned framework conditions. While the general framework conditions apply to all 

stages of entrepreneurship, the systemic framework conditions are divided into three areas corre-

sponding to three stages of the entrepreneurial process, namely, stand-up, start-up, and scale-up 

stages. In addition, the digitalization conditions provide an additional layer that emphasizes the 

role of digital transformation in the general and systemic framework conditions. For instance, the 

rule of law, which is one of the general framework conditions, is augmented by the digital condi-

tion of e-government and freedom of the net. In turn, entrepreneurial culture, measured by social 

desirability and general acceptance of entrepreneurship in the population, is co-shaped by the use 

of the internet by individuals and businesses (Autio et al., 2018, 24). The overall value of the 

EIDES accounts for all these aspects of digitally transformed EE. Based on the distribution of the 

EIDES, EU countries are divided into four groups in terms of their DEE performance, such as the 

leaders (e.g., Denmark, Finland, Sweden), the followers (e.g., Austria, Belgium, Estonia, France, 
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Germany), catchers-up (e.g., Cyprus, Czech Republic, Portugal), and laggards (e.g., Bulgaria, Cro-

atia, Greece, Hungary, Italy, Poland). It should be noted, however, that the EIDES was not de-

signed to measure the impact of AI technologies specifically on EE, as there is no explicit measure 

of AI in the digitalization conditions framework. In addition, the EIDES has the same shortcoming 

as other, more conventional measures of EEs, such as the one provided by the Global Entrepre-

neurship Monitor, namely, that it cannot be calculated at a narrower regional level defined within 

countries. Lastly, the EIDES is aimed at capturing the augmenting effects of digital technologies 

on EE elements. It does not account for other effects, such as creation of new EE elements that 

were discussed above. 

Another example of measuring DEEs that comes closer to the notion of platform-based eco-

systems is the Digital Platform Economy (DPE) index that was proposed by Acs et al. (2022). As 

in the case of the EIDES, the DPE index applies at the country-level. It was developed using the 

frameworks of Sussan and Acs (2017) and Song (2019). In doing so, it measures various aspects 

of digital technology infrastructure, digital user citizenship, digital multi-sided platforms, and dig-

ital technology entrepreneurship, each of them representing a sub-index and a building block for 

calculating the final DPE index. The structure of the DPE index allows identification of potential 

bottlenecks in a country’s platform-based ecosystem and development of corrective policy 

measures. The study by Acs et al. (2022) shows that the digital platform economy is positively 

correlated with economic development. Moreover, there exists a significant gap between most 

European countries and the DPE top performing countries, which are the US and the UK. This gap 

is likely due to the EU’s institutional setup that supports small business ownership rather than fast-

growing digital businesses, such as unicorns. The authors call for the need to rebalance the EU’s 
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digital entrepreneurial ecosystem policy to “promote technology innovation, platform companies 

and create sustainable platform economy” (Acs et al., 2022, 111).   

7. AI regulation and entrepreneurship 

In March 2021, the European Commission announced, in its communication entitled “2030 Digital 

Compass: the European Way for the Digital Decade”, an ambitious target, namely, that it wants 

75% of European enterprises to use cloud computing services, big data and AI by the year 2030.15 

Just a month later, in April 2021, the European Commission published a draft of its proposed 

Artificial Intelligence Act (EU AI Act), the world’s first and most restrictive and comprehensive 

regulation of AI. In December 2023, the European Parliament and the Council of the EU reached 

a political agreement on the AI Act. It is expected that it will be fully applicable by 2025, while 

the Commission encourages, with the support of the AI Pact,16 an early transition to complying 

behaviors of AI developers and businesses from Europe and beyond in advance of the legal dead-

line. According to some estimates, the EU AI Act will result in a significant increase in the cost of 

AI adoption for European businesses (the estimated cost for the European economy is €31 billion 

over the next five years) and a reduction of AI investments by almost 20 percent (Mueller, 2021). 

AI systems in the US are implicitly regulated by common law such as tort and contract law 

and statutory and regulatory obligations on organizations (Cuellar 2024). In October 2023, US 

President Biden signed the Executive Order on the Safe, Secure, and Trustworthy Development 

and Use of Artificial Intelligence (Kang and Sanger, 2023). While the US President has broad 

powers to regulate AI use in the federal government, his reach into the private sector is limited, 

requiring congressional action. The executive order centers on safety and security mandates such 

 
15 EUR-Lex - 52021DC0118 - EN - EUR-Lex (europa.eu)  
16 https://digital-strategy.ec.europa.eu/en/policies/ai-pact  

https://eur-lex.europa.eu/legal-content/en/TXT/?uri=CELEX%3A52021DC0118
https://digital-strategy.ec.europa.eu/en/policies/ai-pact
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as establishing best practices for watermarking AI generated photos, videos, and audio to lessen 

dangers of “deep fakes” that can swing elections or swindle consumers, and requiring reports of 

foreign customers to the federal government from cloud service providers. It also invokes the De-

fense Production Act to require companies to test their systems to ensure they cannot be used to 

produce biological or nuclear weapons and to report the findings to the federal government. Ac-

cording to Axios (Heath, 2024), “rapid AI innovation and a federal regulatory vacuum have given 

state legislatures the impetus to generate a six-fold increase in AI draft legislation compared to a 

year ago” with nearly half of the draft legislation addressing deep fakes.17 

The focus of this section will be on the European approach to the regulation of AI, since the 

EU has pioneered the legislation around AI, and it can be considered as one of the most important 

players in the field of AI and data privacy. At the same time, it should be stressed that the European 

vision of AI and its regulatory approach to AI ecosystems differs substantially from approaches 

employed in other parts of the world, most notably, in the U.S. and China (Saheb and Saheb, 2023; 

Timoteo et al., 2021; Comunale and Manera, 2024). Taking availability of and access to training 

datasets as an example, the U.S. approach puts strong emphasis on data privacy,18 while in China 

citizen’s data are viewed as a public good, which makes the training data availability, also consid-

ering its population size, China’s key advantage (Jacobides et al., 2021). Beraja et al. (2023) argue 

that the Chinese government’s use of facial recognition AI for social control benefits AI firms that 

 
17 Other relevant proposals of AI regulation in the U.S. include the Algorithmic Accountability Act and domain-
specific regulations proposed by federal regulators such as the Food and Drug Administration (FDA), the National 
Highway Traffic and Safety Administration (NHTSA), and the Federal Trade Commission (FTC) (for details, see 
Cuellar et al., 2024). 
18 For instance, the California Consumer Protection Act (CCPA) is a state statute that was introduced in California in 
2020 to protect consumer privacy rights. Other than the General Data Protection Regulation that is applied in all 
regions in the EU, the CCPA only applies to California residents. 
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receive government contracts and thereby stimulates AI innovation by Chinese firms. The Euro-

pean approach is, in turn, strongly based on ethical considerations reflecting European values and 

a general tendency to avoid risks. While it is beyond the scope of the present research to compare 

regulatory approaches in various regions, it should be noted that the U.S. is currently a global 

leader in the number of unicorns (the global share of 51.5%), followed by China (19.4%) and India 

(6.1%). The countries of the European Union have together produced about 6.7% of the global 

number of unicorns (Figure 14). It is another ambitious target of the EU’s Digital Strategy to dou-

ble the number of unicorns in the EU by 2030.19 

Figure 14: Number of unicorns worldwide as of February 2024, by country 

   

Note: A unicorn company is a privately owned startup that has a current valuation of one billion U.S. dollars or over. 
Once a company has gone public (IPO) or has been acquired it is no longer termed as a unicorn. Source: Authors’ 
own representation based on data provided by CrunchBase and Statista. 

 

 
19 EUR-Lex - 52021DC0118 - EN - EUR-Lex (europa.eu) 

https://eur-lex.europa.eu/legal-content/en/TXT/?uri=CELEX%3A52021DC0118
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In what follows, we shall offer an overview of the European approach to AI legislation and 

discuss two key documents regulating AI and data privacy in the EU - the AI Act and the General 

Data Protection Regulation - in terms of their potential effects on entrepreneurship, as the empirical 

evidence is yet to be produced. Finally, we will present and discuss the EU’s strategy to boost 

startups and innovation in trustworthy AI, as presented in the recent 2024 Communication. 

The EU’s vision of itself is that of a leader in ‘ethical’ or ‘human-centric’ AI (Stix, 2020). The 

narrative of the need to build trustworthy AI is strikingly pronounced in all EU communication 

pertaining to its Digital Strategy.20 For instance, the High-Level Expert Group on AI that was 

established in 2018 had as one of its objectives to propose to the Commission ‘Draft Ethics Guide-

lines for Trustworthy AI’, a document, in which it is explicitly stressed that “a human-centric 

approach to AI is needed, forcing us to keep in mind that the development and use of AI should 

not be seen as a means in itself, but as having the goal to increase human well-being.” The Euro-

pean Digital SME Alliance (2021) considers the EU’s vision for ethical AI as Europe’s advantage 

in global competition. This vision has led the EU to implement a series of regulatory measures to 

ensure that the development and employment of AI tools will be aligned with the vision of ‘ethical 

AI’, while at the same time the objectives outlined in the Digital Strategy are achieved. As we will 

see later, this is likely to lead to difficult trade-offs that might have adverse effects on the entre-

preneurship landscape in Europe. Comunale and Manera (2024, 47) refer to trade-offs that regula-

tors face between safety and attracting AI investments, as companies may choose locations where 

policies are looser. 

 
20 Within the Digital Strategy, the Digital Decade Policy Programme 2030 was established in 2022 that guides all 
actions related to digitalization under the slogan “The EU is pursuing a human-centric, sustainable vision for digital 
society throughout the digital decade to empower citizens and businesses.“  For more information about the Digital 
Decade, see Europe's Digital Decade | Shaping Europe’s digital future (europa.eu).  

https://digital-strategy.ec.europa.eu/en/policies/europes-digital-decade
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In the AI Act, an ‘artificial intelligence system’ (AI system) is defined as “software that is 

developed with one or more of the techniques and approaches listed in Annex I21 and can, for a 

given set of human-defined objectives, generate outputs such as content, predictions, recommen-

dations, or decisions influencing the environments they interact with.” This definition is very 

similar to the OECD definition given and discussed in Section 2.1. In addition, AI systems are 

classified following a proportionate risk-based approach, differentiating between uses of AI that 

create i) unacceptable risk, ii) high risk, and iii) low or minimal risk. Unacceptable AI practices 

are considered particularly harmful and prohibited. These include, for instance, the use of ‘real-

time’ remote biometric identification systems in publicly accessible spaces; exploiting vulnera-

bilities of a specific group of persons due to their age, physical or mental disability; and classifi-

cation of the trustworthiness of natural persons based on their social behavior. In turn, “high-risk” 

AI systems that pose significant risks to the health and safety or fundamental rights of persons 

include eight areas: 1) biometric identification and categorization of natural persons; 2) manage-

ment and operation of critical infrastructure; 3) education and vocational training (for instance, 

used to determine access of individuals to educational institutions); 4) employment, workers man-

agement and access to self-employment (for instance, used for recruitment, monitoring and eval-

uating performance); 5) access to and enjoyment of essential private and public services and ben-

efits; 6) law enforcement; 7) migration, asylum, and border control management; and 8) admin-

istration of justice and democratic processes. High-risk AI systems are subject to specific require-

ments, and risk management systems must be established in relation to them. For non-high risk 

 
21 These techniques and approaches include: a) machine learning approaches, including supervised, unsupervised and 
reinforcement learning, using a wide variety of methods including deep learning; b) logic- and knowledge-based ap-
proaches, including knowledge representation, inductive (logic) programming, knowledge bases, inference and de-
ductive engines, (symbolic) reasoning and expert systems; c) statistical approaches, Bayesian estimation, search and 
optimization methods. 
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AI systems, there is an obligation to disclose that the human is interacting with an AI system and 

label deep fakes when not used for legitimate purposes.  

Several measures were established to support “small-scale providers”, which are defined as 

micro or small enterprises.22 For instance, they are provided with priority access to so-called AI 

regulatory sandboxes that are established to support innovation and reduce the regulatory burden 

by means of providing a controlled environment that facilitates the development, testing and val-

idation of AI systems. In addition, specific awareness raising activities tailored to the needs of 

small-scale providers and establishment of a dedicated channel for communication to provide 

guidance and respond to queries about the implementation of the regulation will be established. 

Moreover, small and micro-enterprises enjoy an exemption from the regulation: they can put into 

service for their own use AI systems for the purpose of creditworthiness assessment and credit 

scoring. 

The regulation outlined in the AI Act can affect the entrepreneurship landscape in Europe in 

several ways. First, the regulation will give rise to new compliance costs that might be unbearable 

for those entrepreneurs who need to engage professional services to stay compliant with the reg-

ulation. Non-compliance of an AI system with any requirements or obligations under the AI Act 

is subject to administrative fines of up to €20 million or, if the offender is a company, up to 4% 

of its total worldwide annual turnover for the preceding financial year, whichever is higher. Under 

certain circumstances, administrative fines are up to €30 million or up to 6% of an offending 

company’s total worldwide turnover. A study for the U.S. found that providing managers with 

 
22 In the Commission Recommendation 2003/361/EC, a small enterprise is defined as an enterprise which employs 
fewer than 50 persons and whose annual turnover and/or annual balance sheet total does not exceed €10 million. In 
turn, a microenterprise is defined as an enterprise which employs fewer than 10 persons and whose annual turnover 
and/or annual balance sheet total does not exceed €2 million. 
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information about AI regulation had a negative effect on their intention to adopt AI technologies 

by investing into AI training of current employees and purchasing AI packages from external 

vendors, while it had a positive effect on managers’ perception of the importance of ethical issues 

related to AI (Cuellar et al., 2024). This effect was largely independent of the type of regulation 

design observed, including broad proposals of general AI regulation, such as the Algorithmic 

Accountability Act, domain-specific regulations that apply to businesses operating in specific 

sectors, and data privacy regulation treatment, such as the CCPA. The study further finds that the 

negative impact of AI regulation on AI adoption intent is stronger for small rather than for large 

firms. 

Second, the regulation could increase the general uncertainty associated with the rather broad 

definition of AI adopted in the AI Act. This uncertainty is further complicated by the classification 

of AI systems in different risk categories and unprecise definition of ‘harmful approaches’. It 

appears also important to consider that the risks associated with an AI system depend on the sec-

tor, in which an AI system is intended to be employed, rather than the AI system itself, which is 

merely a software that employs statistical data analysis techniques. Institutional uncertainties pro-

vide powerful incentives for evasive entrepreneurship, and, in some cases, for entrepreneurial exit 

(Bylund and McCaffrey, 2017). In addition, institutional uncertainty may diverge entrepreneurial 

activities into unproductive or even destructive channels (Baumol, 1996). Institutional uncertainty 

related to the AI Act could result in startups being more reluctant to invest into and adopt AI 

technologies classified as ‘high-risk’, and more risk averse entrepreneurs could potentially be 

more reluctant to adopt even ‘non-high risk’ AI technologies. Startups could be more sensitive to 

this type of uncertainty than established big companies due to lower levels of resources available 

to them. Uncertainty could furthermore decrease the attractiveness of the EU for investors and 
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international entrepreneurs. Lastly, it is difficult to judge how far the definition of AI systems 

adopted in the AI Act can be considered as future-proof, as the technology is still in its emerging 

state.  

Third, AI systems that are used to access self-employment are explicitly mentioned in the AI 

Act as high-risk AI systems. It is not further specified what cases exactly fall under the regulation. 

One could speculate that these purposes include predicting the success of a business venture in 

advance, deciding whether to grant a business loan, or granting subsidies and public support to 

startups. If these cases are affected by the AI Act, the regulation can lead to information asymme-

tries that are considered a notable barrier for market entry, growth, and survival. Information asym-

metries may impede access to financial capital for startups that lack established business networks, 

bank relationships, reputation, and a track record, and startups might therefore struggle more than 

larger and older companies to access formal financing (Klapper and Love, 2011). This could result 

in adverse effects of regulation on entrepreneurs in Europe.  

It is highly important for AI-adopting startups to have affordable access to AI infrastructure, 

such as cloud services and supercomputers, AI talent, and training datasets to train AI models, as 

we discussed in Section 4.2. According to a study of barriers to AI adoption by firms in OECD 

countries, the cost and a lack of skills are currently greater barriers to AI adoption than government 

regulation: “25% of employers in finance and 19% in manufacturing said that government regula-

tion was a barrier, compared to 53% and 58% that said that high costs of the technology were a 

barrier, and 41% and 43% that said that lack of relevant skills was a barrier” (Lane et al., 2023, 

14). However, this study also found that government regulation was a stronger barrier for AI adop-

tion in EU rather than in non-EU OECD countries (Lane et al., 2023, 95). The EU’s 2024 “Com-

munication on boosting startups and innovation in trustworthy artificial intelligence” lays out the 
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key actions to help startups in the EU to engage with AI within the framework of the European 

approach to AI.23 It is planned to establish “AI Factories”, which are open ecosystems formed 

around a network of European public supercomputers that can be accessed by AI startups to train 

large-scale AI models. It is expected that access to supercomputers will provide European AI 

startups with a substantial competitive advantage by accelerating the training of large AI models 

from 6-9 months on average to just a few weeks and achieving substantial cost benefits compared 

to using commercial cloud services.24 In addition, “AI Factories” will take on an important role in 

AI entrepreneurship ecosystems by means of collaborating with startups, universities and research 

centers, as well as key industrial sectors. “AI Factories” will be financially supported mainly, but 

not exclusively, by public funds.  

Moreover, the EU intends to improve the availability of and access to quality data in key 

sectors (currently 14), such as health, media, mobility, environment, and manufacturing. Access 

to training data is an important input for AI startups to develop AI-enabled products (Bessen et al., 

2022) and, without an appropriate regulation, there is a risk of market tipping (monopolization) 

that inhibits innovation in this area (Graef and Prüfer, 2021). This objective shall be achieved with 

the creation of Common European Data Spaces that will provide controlled access to high-quality 

data in these sectors.25 This appears to be a highly relevant initiative for supporting digital entre-

preneurs in the EU, since access to private data is heavily restricted, most prominently, by the 

General Data Protection Regulation (GDPR). 

 
23 Communication on boosting startups and innovation in trustworthy artificial intelligence | Shaping Europe’s digital 
future (europa.eu) 
24 Access to Our Supercomputers - European Commission (europa.eu) 
25 Common European Data Spaces | Shaping Europe’s digital future (europa.eu) 

https://digital-strategy.ec.europa.eu/en/library/communication-boosting-startups-and-innovation-trustworthy-artificial-intelligence
https://digital-strategy.ec.europa.eu/en/library/communication-boosting-startups-and-innovation-trustworthy-artificial-intelligence
https://eurohpc-ju.europa.eu/access-our-supercomputers_en
https://digital-strategy.ec.europa.eu/en/policies/data-spaces
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The GDPR entered into force in May 2016, and it has been applied since May 2018 to protect 

personal data of individuals who are in the EU. It applies also if the processing of data occurs 

outside of the EU, thus affecting EU- as well as non-EU-based businesses. The GDPR requires an 

informed opt-in consent for collected data, while it generally prohibits processing of specific cat-

egories of personal data, such as data on ethnic origin, political opinions, religious or philosophical 

beliefs, trade union membership, health and genetic data, among others. Furthermore, individuals 

are granted several rights, for instance, the right to obtain information on the personal data col-

lected and processed, the right to rectification of inaccurate personal data, the right of erasure of 

personal data, the right of restriction of processing of personal data, and the right of data portabil-

ity. Several studies have analyzed the effects of the GDPR on businesses and startups. Early studies 

of short-run effects of the regulation report a negative effect on investment into new and emerging 

technology firms in the EU, relative to US-based firms (Jia et al., 2018). Moreover, the GDPR has 

placed a significant burden particularly on small- and medium-sized enterprises, which may ad-

versely affect their development and competitiveness compared to larger firms that can allocate 

dedicated resources to manage the GDPR-related issues (Wilkinson, 2018). In fact, AI startups 

with customers in Europe were found to be more likely to create a new position (69% of respond-

ents) or to reallocate firm resources (63% of respondents) to stay compliant with the GDPR, while 

almost 75% of responding firms have deleted data due to the GDPR, which might affect their 

performance in the future (Bessen, Impink et al., 2020). Semi-structured interviews with 15 tech 

startups based in the UK revealed that they face several challenges in meeting their data protection 

obligations, particularly, due to lack of clarity if their technology could be reconciled with the 

GDPR and whether aspects of the GDPR applied to them (Norval et al., 2021). According to esti-

mates reported in Mueller (2021, 9), thirty-four percent of large enterprises spent more than €1 
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million to implement GDPR. Moreover, larger businesses face higher costs, and U.S. companies 

with more than 500 employees spent up to $10 million each on GDPR compliance and up to $150 

billion in total. Despite substantial fines for non-compliance with the GDPR, some firms were 

found to turn into multi-violators who are not affected by the amount of the fines imposed on them, 

developing a “fine is a price” attitude (Méndez-Suárez et al., 2023). 

Furthermore, the 2024 Communication announced further supporting initiatives, such as 

strengthening the EU’s generative AI talent pool, thus, directly addressing the concern that lack of 

AI skills is one of the main barriers to AI adoption. In addition, it was announced that the EU 

intends to encourage public and private investments, including venture capital, in AI startups and 

scale-ups. Lastly, the initiative to support the development of trustworthy AI algorithms appears 

to be a promising one to help reduce the burden of AI regulation, and particularly, the discussed 

AI Act and the GDPR, on entrepreneurs. Table 2 summarizes the AI regulations and policy initia-

tives in the EU discussed in this section. 

Table 2: Summary of relevant AI regulations and policy initiatives in the EU 

Regulation/ 
policy initia-
tive 

Key objectives Expected effect of regulation / policy 
initiative on entrepreneurship 

AI Act 
(agreed upon 
in December 
2023; ex-
pected to be 
fully applica-
ble by 2025) 

x Ensure that AI systems placed on 
the EU market and used are safe 
and respect existing law on fun-
damental rights and EU values; 

x Ensure legal certainty to facilitate 
investment and innovation in AI; 

x Enhance governance and effec-
tive enforcement of existing law 
on fundamental rights and safety 
requirements applicable to AI 
systems; 

x Facilitate the development of a 
single market for lawful, safe and 

x Increased cost of compliance with 
the regulation. 

x Increased uncertainty, potentially 
leading to lower AI adoption rates. 

x Information asymmetries, potentially 
leading to limited access to formal 
sources of financing.  

x Decreased attractiveness of the EU 
for international (digital) entrepre-
neurs and investors, potentially lead-
ing to reductions in the availability of 
venture capital.  
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trustworthy AI applications and 
prevent market fragmentation. 

General Data 
Protection 
Regulation 
(GDPR) 
(came into 
force in May 
2016; fully 
applicable 
since May 
2018)  

x Protection of personal data of in-
dividuals who are in the EU. 

x Increased cost of compliance with 
the regulation. 

x Lower availability of and difficult ac-
cess to training datasets to train AI 
models, potentially leading to lower 
AI adoption rates and lower firm per-
formance. 

x Increased uncertainty, potentially 
leading to lower AI adoption rates or 
evasive entrepreneurship. 

x Cross-border impact on firms with 
customers in the EU. 

Communica-
tion on boost-
ing startups 
and innova-
tion in trust-
worthy AI 
(January 
2024) 

x Creation of a thriving startup and 
innovation ecosystem for trust-
worthy AI. 

x Establishment of supporting initi-
atives, such as “AI Factories” and 
“Common European Data 
Spaces”. 

x Strengthening the EU’s genera-
tive AI talent pool. 

x Encouraging public and private 
investments in AI startups and 
scale-ups. 

x Supporting the development of 
trustworthy AI algorithms. 

x Potentially substantial competitive 
advantage for AI startups due to pub-
lic access to supercomputers and 
high-quality training datasets in key 
sectors. 

x Better availability of AI talent and 
venture capital for AI startups. 

x Reduced burden of AI regulation (AI 
Act and GDPR) on AI startups. 

 

8. Discussion 

Our review reveals that AI has the potential to make a profound impact on virtually all aspects of 

entrepreneurship, albeit the research on this topic is still in its infancy. In this section, we summa-

rize some of the key insights resulting from our literature survey and our own research on AI and 

entrepreneurship, identify main trends in this emerging field, and formulate implications for en-

trepreneurship research and policy. 
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It should be noted first that emerging literature on AI and entrepreneurship is often overlap-

ping with a much broader and more established literature on digital entrepreneurship. AI is fre-

quently considered as just a subset of the many digital technologies in the literature, and, given 

that the field is still in its emerging state, the term AI is frequently used as a rather generic term, 

without an explicit reference to how it is defined or measured. Being a novel field, the inclusion 

of AI is considered a promising direction for the future of digital entrepreneurship research (Koll-

mann et al., 2022). Thus, we decided to start our review by providing an overview of various 

existing definitions of AI, which turned out to be a challenging task in itself, given the variety of 

AI technologies and approaches to regulating AI. Particularly definitions that are used in regulation 

of AI tend to be very broad, which is probably the result of a difficult trade-off between the need 

to define the subject of regulation and the goal of ensuring that the definition is “future-proof”, so 

that regulation will not become obsolete soon, given that AI is an emerging and fast developing 

field. One of the key insights that we learned from reviewing AI definitions is that we will unlikely 

understand the full range of implications that AI has for entrepreneurship when research continues 

to adopt unclear definitions of AI and not distinguish between different types of AI technologies. 

Theoretical entrepreneurship research will likely fail to make clear-cut predictions, and empirical 

research will likely produce ambiguous results. At the same time, we acknowledge that in the 

absence of comprehensive frameworks to measure AI development, implementation, and impacts, 

it will be difficult to achieve this goal. Thus, it appears important to develop comprehensive frame-

works and corresponding inventories that would make it possible to collect high-quality data on 

AI to study its impacts on entrepreneurial businesses.      

A conceptual literature on AI in entrepreneurship has emerged, highlighting potential roles of 

AI in entrepreneurship theories. As uncertainty is a core concept in some of the most prominent 
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theories on entrepreneurship, an interesting tension is whether AI, as a prediction device, can re-

duce this uncertainty, or whether entrepreneurial uncertainty about the future is of such unpredict-

able nature that it poses a fundamental limitation even to enhanced AI using any amount of data 

about the past (Townsend et al., 2023). Further theory development in this area could consider 

how AI might facilitate entrepreneurial experimentation to reduce uncertainty (e.g., Zellweger and 

Zenger, 2023) by reducing the cost and time needed for experimentation (van Gelderen et al., 

2021). 

A useful approach in some conceptual papers and literature surveys has been to describe how 

AI can affect various stages of the entrepreneurial process (Chalmers, 2021) such as opportunities 

(their discovery or creation and exploitation), decision making, and performance (Giuggioli and 

Pellegrini, 2023). AI is often seen as an external enabler of entrepreneurship (e.g., Davidsson and 

Sufyan, 2023). Researchers have provided examples of how AI affects entrepreneurship by trans-

forming various sectors of the economy such as customer service, the financial sector, healthcare, 

and education (Shepherd and Majchrzak, 2022). Technological change is often seen as a source of 

opportunities for entrepreneurs as the agents of innovation (Shane, 2000), and the more radically 

AI transforms the environment in which businesses operate, the more entrepreneurs may emerge 

as the agents of disruptive change. 

However, the literature also discusses that rewards from productivity gains through AI inno-

vation may be distributed very unequally. Large firms controlling critical amounts of capital, data 

and expertise may have advantages in AI development, leading to industry concentration and dom-

inating superstar firms, an environment that is detrimental to new firm formation (Chalmers, 2021; 

Gerling et al., 2022). 
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The emerging empirical literature indeed reports that large firms are more likely to adopt AI 

than smaller firms (McElheran et al., 2024) and that AI investments lead to stronger growth in 

initially larger firms (Babina et al., 2024). Therefore, an important empirical research topic going 

forward is to study potential entry barriers to AI development and usage. Such barriers may hinder 

entrepreneurship and favor oligopolies or monopolies, decreasing competition and potentially in-

novation. Entry barriers for AI startups may emerge due to the need for very large amounts of 

training data; proprietary AI models and algorithms; the need for significant capital investment in 

IT infrastructure; scarcity of talent; and the difficulty of coping with data protection and AI regu-

lation. Research should investigate mitigating factors to inform discussions on potential policy 

interventions. For example, capital requirements can be reduced by cloud services, and open-

source AI models may facilitate a democratization of AI. AI tools are accessible in rural areas 

through the internet, and LLMs can reduce language barriers, which may contribute to levelling 

the playing field in terms of geographical divides (Serrano, 2024). There also seems to be aware-

ness among regulators that small businesses may need support to facilitate compliance with regu-

lations. 

More generally, the empirical literature on AI impacts on entrepreneurship has struggled to 

keep pace with the rapid technological development and implementation of AI. Comprehensive 

studies such as McElheran et al. (2024) and Bonney et al. (2024) report that only a small share of 

firms utilize AI. Our own analysis of survey data from Germany reveals that individuals are often 

unaware that they use AI, partially due to uncertainty around the definition of AI mentioned above. 

It may therefore be beneficial in future collections of survey data to ask specifically for the use of 

certain applications that involve AI rather than asking for AI use directly. Carefully thinking about 
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the way to elicit AI use in surveys may become even more important going forward as AI is in-

creasingly integrated in everyday applications such as web search, e-mail programs and office 

suites. 

A research challenge in the empirical literature is to identify causal effects of AI on entrepre-

neurial outcomes. Randomized field experiments (Otis et al., 2024) and comparisons between the 

performance of humans and AI in entrepreneurial tasks (McKenzie and Sansone, 2019; Blohm et 

al., 2022) have yielded mixed results, which is consistent with the notion that uncertainty makes 

entrepreneurship a difficult application for AI. More research is necessary as AI becomes more 

powerful, and research may find that AI increases performance in specific areas relevant for en-

trepreneurship. 

In addition to these direct effects of AI on entrepreneurship, AI indirectly affects entrepre-

neurship through its broader impact on the labor market. As AI automates tasks and displaces 

certain workers from their jobs, it may push individuals into necessity entrepreneurship. Other 

employees become more productive and may receive higher wages due to complementarities be-

tween AI and human workers, changing the opportunity cost of entrepreneurship. At the same 

time, the technological change enables new business ideas and new forms of opportunity entrepre-

neurship. The impacts of different types of new digital technologies and AI on workers’ occupa-

tions and wages and, as a result, their subsequent transitions into different types of entrepreneur-

ship are already observable in the data (e.g., Fossen and Sorgner, 2021, 2022). As AI technologies 

are further evolving and AI implementation in firms accelerates, it is important to monitor the 

developments in the labor market to understand implications for entrepreneurship. As we discussed 

in this review, future research should carefully consider appropriate measures of AI impacts on 
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occupations and work tasks, especially in international and regional contexts, and of different types 

of entrepreneurs affected in differential ways.   

Literature on entrepreneurial ecosystems has recently attempted to systematically account for 

impacts of digital transformation on entrepreneurship ecosystems, although, in most cases, it does 

not explicitly focus on AI. We could distinguish between two strands in this emerging literature. 

One strand in the literature, which has its roots in regional studies, tries to describe how existing 

entrepreneurship ecosystem elements and outputs are affected by digital technologies, while an-

other strand in this literature takes a platform-based approach to digital transformation of entre-

preneurship. The term “digital entrepreneurship ecosystems” is commonly applied in the studies 

following the platform-based approach, while it is less common in studies that conceptualize en-

trepreneurship ecosystems as a (regional) network of interdependent elements, such as institutions, 

knowledge, finance, talent, or culture, which together result in productive entrepreneurship that 

leads to economic growth. In general, our finding is that this latter strand in the literature has not 

yet fully conceptualized the effects of AI on entrepreneurship ecosystems. To fill in this gap, we 

propose to focus on the effects of AI on i) entrepreneurship ecosystem elements, ii) entrepreneur-

ship ecosystem outputs, and iii) entrepreneurship ecosystem processes that include interdependen-

cies between the elements and between the elements and outputs. So far, particularly the latter 

aspect has not been sufficiently investigated, although it is among the most promising aspects in 

terms of policy implications. For instance, we discussed how long-term persistence of regional 

entrepreneurship is the result of persistent processes within an entrepreneurship ecosystem that 

can potentially be disturbed or facilitated by AI. Moreover, it appears promising to study the com-

plementarities between two established and related concepts of AI ecosystems and entrepreneur-

ship ecosystems. The main challenge of this approach is that measuring an AI entrepreneurship 



 

 

 

 

95 

ecosystem is difficult due to it being an emerging ecosystem, such that novel, unconventional ap-

proaches that do not merely rely on well-established indicators from official statistics need to be 

proposed. 

In turn, literature on digital entrepreneurship ecosystems that employs a platform-based ap-

proach does not necessarily distinguish between different types of digital technologies or between 

AI and other digital technologies, but it mainly focuses on digital platforms and digital market-

places. In addition, the focus on the role of the region for digital entrepreneurship ecosystems is 

substantially less prominent in this literature, thus, further distinguishing it from the other strand 

in the literature on entrepreneurship ecosystems where the role of the region continues to be piv-

otal. In sum, the two distinct developments in the literature on digitization of entrepreneurship 

ecosystems created a certain level of confusion due to partly overlapping terminology that is used 

in both literature strands, and AI is not explicitly conceptualized in the entrepreneurship ecosys-

tems literature, while literature on AI entrepreneurship ecosystems is in its embryonic stage. 

Another fascinating emerging topic regards the role of AI regulation in entrepreneurship. We 

show that regions and countries differ substantially in their vision for AI and, therefore, their ap-

proach to regulating AI. While it is beyond the scope of the present research to conduct a compar-

ative analysis of regulatory approaches in different regions, we decided to focus primarily on the 

European approach, also known as “ethical AI” or “human-centric AI” approach, since the EU 

with its recent AI Act and the GDPR has pioneered the legislation around AI. While the AI Act 

will likely affect the type and the level of entrepreneurial activities in the EU, it is too early to see 

its effects. Therefore, we discuss the potential impacts AI regulation could have on entrepreneur-

ship, including impacts on the cost of doing business, entrepreneurial uncertainty, information 

asymmetries, and the attractiveness of the EU for AI startups and investors. We have also reviewed 
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supportive measures that the EU has initiated to promote AI entrepreneurship and digital unicorns 

and to help AI startups stay compliant with the restrictive regulation. Future research that compares 

approaches to regulating AI and their impacts on the level and type of entrepreneurship activities 

appears to be particularly promising, since there is a general agreement among regulators in dif-

ferent regions that promoting AI entrepreneurship is a key strategic objective. Moreover, the stark 

competition for AI talent and AI startups incentivizes different regions to create unique competi-

tive advantages to become an attractive location for AI entrepreneurs. While the EU’s claimed 

comparative advantage lies in its “trustworthy” approach to AI, it is still to be researched what 

approach will turn out to be most efficient. 

In this regard, one of the promising areas for future research would be to investigate the com-

plex relationship between trust, AI, and entrepreneurship. Several dimensions, such as transpar-

ency, reliability, tangibility, or responsiveness, were found to positively influence human trust. 

These dimensions may be present to varying degrees in different types of AI, such as robotic or 

embedded AI (Glikson and Woolley, 2020). Trust is also crucial to entrepreneurs, as it is indis-

pensable in uncertain environments (Caliendo et al., 2012; Mickiewicz and Rebmann, 2020). It 

would be an interesting and relevant research question to investigate how trust impacts on entre-

preneurs’ decision to adopt AI, as AI usage rates appear to be still rather low (see Section 4.1). In 

addition, it appears important to also investigate the moderating role of institutions, such as AI 

regulation, in the relationships between trust, AI and entrepreneurship. 

Substantial risks and ethical concerns regarding AI have been widely discussed. These include 

bias in AI output reflecting bias in the training data or human trainers (Desai, 2019; Bubeck et al., 

2023), potential violation of intellectual property rights when human creative works are used to 

train AI (Robertson, 2024), untransparent AI decisions (Keding, 2021) and lack of fact validation, 
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displacement of human workers and loss of autonomy at work (Shepherd and Majchrzak, 2022), 

and potential loss of human control more generally. Moreover, malicious human actors could mis-

use and weaponize AI, for example to spread disinformation, for cyberattacks, or physical weapon 

design (Harris et al., 2024). These risks and ethical concerns have motivated some of the govern-

ment regulations discussed above. In the context of entrepreneurship, Shepherd and Majchrzak 

(2022) highlight a potential accountability gap if entrepreneurs can shift blame for bad outcomes 

to AI’s involvement in the decision making. If AI shields entrepreneurs from responsibility, this 

may induce some entrepreneurs to engage in activities that are harmful to society to gain a personal 

benefit. Conversely, AI can also help entrepreneurs to spot mistakes sooner (Desai, 2019). Future 

research should address which factors enable the use of AI for entrepreneurship that is productive 

and contributes to sustainable development (Gupta et al., 2023; Bickley et al., 2024) while pre-

venting destructive outcomes for society. In particular, the optimal design of regulation in the 

context of AI and entrepreneurship is an important research area, as Baumol (1996) points out that 

good institutions can help channel entrepreneurial energy away from destructive and toward pro-

ductive use, but overregulation could also impede productive entrepreneurship.  

9. Conclusion 

AI has begun to transform entrepreneurship and its environment. Research on the AI-

entrepreneurship nexus is still in its infancy, characterized by a large number of AI definitions, 

prevalence of conceptual over empirical studies, an ongoing search for reliable and precise meas-

urement tools, taxonomies, and novel datasets, attempts to re-consider the role of traditional de-

terminants of entrepreneurship, as well as the role of entrepreneurship for the well-being of indi-

viduals, economies, and societies in the age of AI. We can state with certainty that the research on 

AI and entrepreneurship is in its early ‘entrepreneurial’ stage, and it is yet difficult to foresee how 
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it will likely evolve in the future. Trying to do so at this moment, when AI technologies themselves 

are developing so fast, would be - by far - a too ambitious task. Nevertheless, several crucial re-

search avenues emerged from our survey. What are the boundaries of AI’s capability of reducing 

uncertainty in entrepreneurship? How does AI affect the types of entrepreneurial ventures emerg-

ing and their performance? Will AI displace many workers from their jobs and induce them to 

become necessity entrepreneurs? How does AI impact on entrepreneurs’ well-being in terms of 

their physical health, their mental health, and their job and life satisfaction? How does AI interact 

with entrepreneurial creativity? What is the role of AI in entrepreneurial ecosystems and how can 

it be included in measurements to inform policy? Does AI challenge the role of geography in 

entrepreneurial ecosystems? How should institutions be designed to help productive AI startups 

access necessary resources including training datasets and supercomputers to enter the market and 

succeed? At the same time, do regulations requiring open-source algorithms or data sharing pro-

vide inclusive access to AI for entrepreneurs or make it more difficult to protect innovations and 

access financing? What is a good AI entrepreneurship policy? Addressing these and other research 

questions we raised throughout this review will provide much-needed guidance for entrepreneur-

ship policy and practitioners in their attempts to channel entrepreneurial activity around AI into 

productive use while preventing potential harm to society. 

Glossary 

ABS Annual Business Survey 

AI Artificial Intelligence 

AIOE Artificial Intelligence Occupational Exposure 

BTOS Business Trends and Outlook Survey  

CCPA California Consumer Protection Act 

CP Computerization Probability 
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DEE Digital Entrepreneurial Ecosystem 

EE Entrepreneurial Ecosystem 

EIDES European Index of Digital Entrepreneurship Systems 

GDPR General Data Protection Regulation 

GPT Generative Pre-trained Transformer 

ICT Information, Communication, and Technology 

IoT Internet of Things 

IT Information Technology 

LBD Longitudinal Business Database 

LLM Large Language Model 

MIP Mannheim Innovation Panel 

ML Machine Learning 

OECD Organisation for Economic Co-operation and Development 

SML Suitability for Machine Learning 

SOEP German Socio-economic Panel 

SOEP-IS German Socio-economic Panel – Innovation Survey 
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