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Do large language models (LLMs)—such as ChatGPT 3.5, ChatGPT 4.0, and Google’s Gemini 

1.0 Pro—simulate human behavior in the context of the Prisoner’s Dilemma (PD) game with 

varying stake sizes? This paper investigates this question, examining how LLMs navigate 

scenarios where self-interested behavior of all players results in less preferred outcomes, 

offering insights into how LLMs might “perceive” human decision-making. Through a 

replication of Yamagishi et al. (2016) “Study 2,” we analyze LLM responses to different 

payoff stakes and the influence of stake order on cooperation rates. LLMs demonstrate 

sensitivity to these factors, and some LLMs mirror human behavior only under very specific 

circumstances, implying the need for cautious application of LLMs in behavioral research.
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Introduction 

OpenAI's ChatGPT and similar large language models (LLMs) have garnered attention for their ability to 
engage in realistic conversations with humans (Biever, 2023), excel in scholastic ability tests (OpenAI, 
2023), and mimic liberal political viewpoints (Rozado, 2023). This new technology has sparked interest in 
their potential applications in understanding human decision-making, and by extension to leveraging their 
potential in lieu of human respondents in behavioral experiments (Argyle et al., 2023; Bail, 2024; Brookins 
and DeBacker, 2024; Horton, 2023; Hayes et al. 2024).1 This paper investigates the potential of ChatGPT-
3.5, ChatGPT-4.0, and Google’s Gemini 1.0 Pro to simulate human behavior, in the context of the effects 
of changing stake size in the Prisoner’s Dilemma (PD) game. The importance of the Prisoner's Dilemma 
(PD) game originates from its illustration of a situation where individuals, by acting in their own self-
interest, produce a suboptimal outcome compared to that arising when parties cooperate. Analyzing the 
behavior in this game helps researchers understand how individuals make decisions in situations such as 
those involving competition for depletable resources, shedding light on concepts like cooperation, trust 
and the role of incentives. Famously, the game has been used to model a number of real world 
applications from advertising and pricing decisions to international relations arms race models. As such, 
to date, a number of studies (Boone et al., 1999; Jones, 2008; Mengel, 2018; Heuer and Orland, 2019) 
explore utilization of pure versus mixed strategies even in one-shot game play. Unlike the theoretical 
prediction with self-interested decision makers, experiments on the one-shot version of PD with human 
participants yield noteworthy departures from the Nash equilibrium behavior, whereby a significant 
number of participants choose to cooperate, rather than defect.  

An important question is whether individuals cooperate less as the stakes get bigger. Larger stakes can 
motivate individuals to defect, resulting in Pareto-dominated outcomes (for example, because the 
strategy of cooperation is perceived to be personally riskier). An early study (Aranoff and Tedeschi, 1968) 
involving 216 subjects found this to be the case: a larger number of defections were associated with larger 
stakes.  Nevertheless, more generally, there is mixed evidence regarding stake size in a variety of games 
(e.g. Johansson-Stenman et al., 2005; Kocher et al., 2008; Leibbrandt et al. 2018). Given the costs of 
running high stakes laboratory experiments, other studies exploited quasi-experimental techniques. For 
example, List (2006) examined results from the television show “Friend or Foe?”, a game similar to PD.2 
Although he found women, whites, and older participants cooperate more than others, stakes did “not 
have an important effect on play.” This result differs from the findings of Darai and Gratz (2010) and Van 

 
1 Argyle et al. (2023) “compare the silicon and human samples to demonstrate that the information contained in GPT-3 
goes far beyond surface similarity. It is nuanced, multifaceted, and reflects the complex interplay between ideas, attitudes, 
and sociocultural context that characterize human attitudes.” Dillion et al. (2023) state that “moral judgments of GPT-3.5 
were extremely well aligned with human moral judgments” in their analysis. Guo (2023) finds “GPT exhibits behaviors 
similar to human responses,”, Ma et al. (2023) claim that “ChatGPT decision making patterns … strikingly mirror those of 
human subjects,” and Brookins and DeBacker (2024) “find that the LLM replicates human tendencies towards fairness and 
cooperation.” However, each of these only utilized ChatGPT-3.5 and none explored multiple prompts to get at consistency 
of their responses. Mei et al. (2024), utilizing ChatGPT-3.5-turbo and ChatGPT-4.0,  found that a significant portion of LLM 
responses would pass a “Turing test”, but that, overall there is a smaller variation in choices in LLM responses than that in 
data from human experiments, with the LLM choices being more generous (bias towards total-surplus maximization) than 
humans. 
2 In “Friend or Foe” (US television show) and “Golden Balls” (UK television show), defect is a weakly dominant strategy, 
while in the Prisoner’s Dilemma it is a strictly dominant strategy. 
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Den Assem, Dolder and Thaler (2012) who found “a negative correlation between stake size and 
cooperation” from the television show “Golden Balls”, another game similar to PD. 

We test the impact of payoff stakes on cooperation rates of LLM agents by replicating a recent human 
study by Yamagishi et al. (2016) (“Study 2”)3 with modifications for our use with AI. In Yamagishi et al. 
(2016) "Study 2", each participant submits decisions for multiple one-shot simultaneous PD games 
without receiving any feedback on the outcome. Each game is characterized by a stakes parameter (with 
three different values) that changes the payoffs of both players. To control for whether the sequence of 
payoffs affects a player’s strategy (order effects), Yamagishi et al. randomize the chronology of payoff 
stakes in the games each participant plays. In the replication, we elicit LLMs’ choice of cooperation versus 
defection for three scenarios that differ only in terms of the payoff stake size (low, medium, high) and 
analyze the sensitivity of responses to the ordering of the stakes. We find that for the most part stakes 
affect cooperation rates but none of the LLMs come close to replicating the human study, and further 
they show sensitivity to the sequence in which stakes are presented.  

In addition, we present two separate but almost identical prompts describing the game, to examine if 
changes in framing alters each LLM’s responses. We find that for the more sophisticated models (Chat 
GPT 4.0 and Gemini 1.0) framing has a minor impact on results, but that ChatGPT-3.5’s inconsistency may 
warrant caution when interpreting simulated behavioral experiments. 

Replication Methods 

In “Study 2”, Yamagishi et al. (2016) recruited 162 Japanese university students to participate in 30 
anonymous, one-shot, simultaneous-decision PD games with stake sizes of JPY 100, 200, and 400. The 
authors employed an exchange format framing4 of the PD in the instructions. To control for order effects 
(possible response biases caused by the sequence in which stakes were presented to the players), 
Yamagishi et al. randomized the order of three possible stake sizes in the 30 games played by each 
participant. They found a significant overall negative relationship between the probability of choosing the 
cooperative strategy and stake size.   

We query 400 LLM “subjects” using the same exchange format instructions, giving them the option either 
to keep their endowment or to send a doubled amount to the other player.5 To control for potential order 
of stake presentation, we assign the same three endowments (JPY 100, 200, and 400) randomizing the 
subjects into one of the four different presentations of the order of stakes (i. increasing; ii. decreasing; iii. 
medium, large, small; and iv. small, large, medium). We then compare the results to those of Yamagishi 
et al. For brevity, we present only the results from the increasing and decreasing sequences in the main 
text and provide the results for the remaining two sequences in the appendix. 

 
3 There are many studies related to payoff stakes and the Ultimatum Game (see Larney et al. (2019) for a meta-study). 
There is significantly less literature on stakes and the Prisoner’s Dilemma game, one such study being Wang and Luo (2016). 
We choose to replicate Yamagishi et al. (2016) because it is one of the few lab studies available and the only one cited in 
the Larney et al. (2019) meta study on payoff stakes.  
4 Given an endowment of x ∈ {100, 200, 400}, each player decides whether to provide the endowment to their counterpart or keep 
it for themselves. If the endowment was provided, the partner received double its value. The implied payoffs for each player are: 
ui(xi=provide, xj=provide) = 2X,  ui(xi=provide, xj= keep) = 0, ui(xi=keep, xj=provide) = 3X, ui(xi=keep, xj=keep) = X, where X as just 
defined is either JPY 100, 200, or 400. 
5 Since Yamagishi et al. (2016) worked with university students in Study 2, we also reflect that in the prompts given. 
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Additionally, we investigate framing effects by using another prompt that explains the rules of the PD 
game in a more conventional way6 (see the appendix for the full prompts used).7 Both prompts detail the 
game and possible strategies of play. However, the prompts in the original replication are more direct 
while those in the second version are more abstract in that they refer to strategies A (cooperating by 
sending double one’s endowment to the other player) and B (keeping one’s endowment). Each prompt 
implies the same PD payoff matrix, but we explicitly provided the matrix to ensure that the LLM correctly 
“understood” it.8 This yielded an additional set of 400 observations for each LLM that allows us to test if 
responses are consistent to changes in framing.9 

 

Results  

Using a Python script, we interacted with the ChatGPT and Gemini APIs and compiled their respective 
outputs.10 Both models were run with the default temperature setting. To streamline the analysis of a 
large number of responses, we instructed the LLMs to respond with a single letter indicating either 
cooperate or defect. Occasionally, the AI deviated from these instructions, resulting in a minor number of 
errors (the distribution of errors is presented in the appendix). As a result, a relatively small number of 
the AI subjects were invalidated and excluded from our analysis. Figure 1 provides a comparison of 
aggregate cooperation rates and 95% confidence intervals obtained from each LLM using the exchange 
frame prompt, alongside the results Yamagishi et al. obtained.11  

We find that none of the LLMs produce a behavioral pattern across the different stakes that aligns with 
the human participants in Yamagishi et al. ChatGPT-3.5-turbo and Gemini 1.0 exhibit a similar cooperation 
rate for the smallest payoff stake (JPY 100), but yield a slightly positive relationship between stake size 
and cooperation rate, as indicated by the average cooperation rates in the Small Stake (JPY 100) and the 
Large Stake (JPY 400) in Figure 1. Tests of equal proportions for ChatGPT-3.5-turbo (Small vs. Large) yields 
a p=0.0019 and for Gemini 1.0 (Small vs. Large) a p=0.0246. ChatGPT-4.0 generates a constant cooperation 
rate across all stakes (Small vs. Large: p=0.5922), but this rate is significantly lower than the rates obtained 
in the human study of Yamagishi et al. This latter pattern contrasts the “more generous” overall behavior 
attributed to LLM ‘subjects’ in recent studies, such as Mei et al. (2024). Rather, in our dataset ChatGPT-
4.0 produces a pattern consistent with the Nash equilibrium, albeit, with some “errors” towards 
cooperation.  

 
6 See Boone et al. (1999), Heuer and Orland (2019), Aranoff and Tedeschi (1968), and Larney et al. (2019). 
7 The only difference is the first prompt does so with a more detailed narrative approach, whereas the second prompt opts for a 
more succinct and strategy-focused description. In short, the two prompts describe the same scenario but with different phrasings 
that do not change the core scenario. See the appendix for a comparison of Frame 1 and Frame 2 for Prompt 1 for the exact 
differences in wording. 
8 We included the payoff matrices because, when we queried the LLMs in earlier trials, they did not correctly identify the implied 
payoffs. No mention is made in Yamagishi et al. or other PD studies whether the human respondents actually identified the payoff 
matrix correctly.  
9 We also varied the LLM sampling temperature parameter which determines the degree of randomness of the output produced 
by the AI generator. Higher (lower) values generate more (less) random output (OpenAI, 2024). Our main dataset is collected with 
the LLM temperature parameter set to the default. The results with the temperature parameter set to 0 is provided in the appendix. 
10 The Python script and the dataset are available at https://github.com/kromano21/Yamagishi-Replication. 
11 In the appendix we present the numerical values of the cooperation rates for each stake under each framing. 

 

https://github.com/kromano21/Yamagishi-Replication
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Figure 1: LLM Replications of Yamagishi et al. (2016) Study 2 

 
Note. The vertical lines depict 95% confidence intervals around means. 

Another striking finding is that all LLMs exhibit order effects. Regardless of the actual stake size, each LLM 
provides the highest cooperation rate in the first PD game, followed by the second and then the third. As 
illustrated in Figure 2, regardless of the stake size, cooperation is highest in the first PD game (denoted by 
(1) in Figure 2) and lowest in the last PD game (denoted by (3). in Figure 2) This pattern clearly shows 
prompt order (1, 2, or 3) determines the LLM cooperation rate instead of stake size. This result means 
that combining different stake size sequences can lead to the observed positive (or at least non-negative) 
relationship between stake size and cooperation rates observed in Figure 1, a pattern inconsistent with 
human behavior. Averaging ChatGPT-3.5 and Gemini 1.0 cooperation rates over all stake sizes yield 
cooperation rates approximately equal to the JPY 100 stake size observed in human studies. Thus, by 
failing to control for order effects, researchers might be misled into believing that LLMs mimic human 
behavior.  

Finally, to test whether framing (i.e. the instructions given to the LLM) matters, we slightly alter the 
instructions given to the LLMs. This new prompt minimally amends the previous instructions. The exact 
differences between the two are spelled out in the appendix. When doing so, we collected an additional 
400 responses from each LLM using the modified PD instructions. Figure 3 shows that for ChatGPT-4.0 
and Gemini, the new instructions do not change the overall relationship between stake size and 
cooperation rate, but slightly decrease the average cooperation rates. On the other hand, ChatGPT-3.5-
turbo results are highly sensitive to framing, possibly due to being an older model trained on a smaller 
body of data. This finding suggests the need for caution especially when using older models to simulate 
behavior (e.g. Brookings and DeBacker, 2024; Horton, 2023; Argyle et al. 2023; and Dillion et al., 2023). 
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Figure 2: Results by Stake Order Sequences 

 

 

 

 

 

 

 

Note. For each LLM, the solid lines indicate the average cooperation rate (vertical axis) at each payoff stake (horizontal axis) 
when stakes are presented in increasing order in the prompt (100, 200, 400), while the dashed lines indicate the average 
cooperation rate when each payoff stake is presented in decreasing order (400, 200, 100). Numbers (1), (2) and (3) indicate the 
order in which the corresponding payoff stake was presented to the LLM agent. The vertical lines depict 95% confidence 
intervals around means. 

 

Figure 3: Impacts of Framing 

 
Note. For each LLM, the solid lines indicate the average cooperation rate at each payoff stake when the prompts use the PD 
Frame 1 instructions (F1), while the dashed lines indicate the average cooperation rate at each payoff stake when the prompts 
use the Frame 2 PD instructions (F2). The vertical lines denote 95% confidence intervals around the means. The overall mean 
cooperation rates of Yamagishi et al., ChatGPT-3.5-turbo, ChatGPT-4.0, and Gemini 1.0 are given on the right-hand panel labeled 
Mean(All Stakes). 

 

Conclusion 

We find that the current major LLMs (ChatGPT-3.5-turbo, ChatGPT-4.0 and Gemini 1.0) do not understand 
the notion of payoff stakes in a way that is similar to humans. All LLMs are highly sensitive to the order of 
prompts. ChatGPT-4.0 produces response patterns closest to the Nash equilibrium strategy of selfish 
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rational decision makers across all stake sizes, replicating “homo economicus” more than “homo sapiens.” 
Gemini 1.0 and ChatGPT-3.5-turbo consistently produce high cooperation rates. Additionally, Chat-GPT 
3.5-turbo is sensitive to a minimal change in instructions (framing). These results raise questions about 
the LLMs reliability as simulators of humans in behavioral experiments. We anticipate that inconsistencies 
with both framing and ordinal effects are present with AI experimentation with other games and not 
unique to the Prisoner’s Dilemma or stakes testing. As such, in their current stage of development, LLMs 
appear to be unreliable tools for simulating behavioral experiments with humans, and they must be used 
with caution. 
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A. Appendix A: Prompts 

Every sequence of three stake sizes started with a prompt (Prompt 1) that introduced the scenario. This was followed 
by two prompts (Prompt 2 and 3) that simply changed the stake value (x). There were four different payoff stake 
sequences: (1) 100, 200, 400; (2) 400, 200, 100; (3) 200, 400, 100; and (4) 100, 400, 200.To test for whether framing 
matters (framing effects), we slightly modified the prompts without changing the meaning. An exact comparison is 
given following the prompts below. 

Frame 1 

Prompt 1 

Imagine you are a Japanese college student participating in a study of human decision-making. You are matched 
with another participant who you do not know and will not meet. You are given an endowment of x Japanese yen 
and can do two things: send the entire endowment to the other player or keep the endowment. If you send your 
endowment to the other player, the endowment will be doubled while being transferred and the other player will 
receive 2x yen. If you keep your endowment, you will have your endowment. The other player is also given an 
endowment of x yen and can do the same things: send the entire endowment to you or keep it. If the other player 
sends it you receive 2x yen, and if the other keeps it, you don’t receive anything. In short, if you and the other player 
keep your respective endowments, you each get x yen; if you and the other player both send your initial endowments 
you each get 2x yen; if you send your endowment and the other payer keeps his/her endowment you get nothing and 
the other player gets 3x yen; if the other player sends his/her endowment and you keep yours, you get 3x yen and 
the other player gets nothing. You and the other player make your decisions simultaneously. What option do you 
choose? Do not explain your answer. If you choose to send your endowment you must only respond with ‘A’ and if 
you choose to keep your endowment you must only respond with ‘B’. 

Prompts 2 and 3 

Now you will complete the same task but are matched with a different study participant who you do not know and 
will not meet. You are given an endowment of x Japanese yen and can do two things: send the entire endowment to 
the other player or keep the endowment. If you send your endowment to the other player, the endowment will be 
doubled while being transferred and the other player will receive 2x yen. If you keep your endowment, you will have 
your endowment. The other player is also given an endowment of x yen and can do the same things: send the entire 
endowment to you or keep it. If the other player sends it you receive 2x yen, and if the other keeps it, you don’t receive 
anything. In short, if you and the other player keep your respective endowments, you each get x yen; if you and the 
other player both send your initial endowments you each get 2x yen; if you send your endowment and the other payer 
keeps his/her endowment you get nothing and the other player gets 3x yen; if the other player sends his/her 
endowment and you keep yours, you get 3x yen and the other player gets nothing. You and the other player make 
your decisions simultaneously. What option do you choose? Do not explain your answer. If you choose to send your 
endowment you must only respond with ‘A’ and if you choose to keep your endowment you must only respond with 
‘B’. 
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Frame 2 

Prompt 1 

Imagine you are a Japanese college student participating in a study of human decision-making. You are matched 
with another participant who you do not know and will not meet. You are endowed with x Japanese yen and the 
other player is also endowed with x yen. In this game both you and the other player can choose between Strategy A 
and Strategy B. You and the other player will choose your strategies simultaneously. Choosing Strategy A sends an 
amount double the endowment to the other player. If one chooses strategy B they keep their endowment. If you 
choose Strategy A and the other player also chooses Strategy A both you and the other player receive 2x yen. If you 
choose strategy B and the other player chooses Strategy A you receive 3x yen and the other player receives nothing. 
If you choose Strategy A and the other player chooses Strategy B you receive nothing and the other player receives 
3x yen. If you and the other player both choose strategy B you both receive x yen. What option do you choose? Do 
not explain your answer. If you choose to send your endowment you must only respond with ‘A’ and if you choose to 
keep your endowment you must only respond with ‘B’. 

Prompts 2 and 3 

Now you will complete the same task but are matched with a different study participant who you do not know and 
will not meet. You are endowed with x Japanese yen and the other player is also endowed with x yen. In this game 
both you and the other player can choose between Strategy A and Strategy B. You and the other player will choose 
your strategies simultaneously. Choosing Strategy A sends an amount double the endowment to the other player. If 
one chooses strategy B they keep their endowment. If you choose Strategy A and the other player also chooses 
Strategy A both you and the other player receive 2x yen. If you choose strategy B and the other player chooses 
Strategy A you receive 3x yen and the other player receives nothing. If you choose Strategy A and the other player 
chooses Strategy B you receive nothing and the other player receives 3x yen. If you and the other player both choose 
strategy B you both receive x yen. What option do you choose? Do not explain your answer. If you choose to send 
your endowment you must only respond with ‘A’ and if you choose to keep your endowment you must only respond 
with ‘B’. 

 An Exact Comparison of Frame 1 and Frame 2 for Prompt 1 

The two framings of prompt 1 describe the same decision-making scenario, but they differ in structure, wording, and 
some details. Here are the exact differences: 

Frame 2: 

"Imagine you are a Japanese college student participating in a study of human decision-making." (Identical to Frame 
1) 

"You are matched with another participant who you do not know and will not meet." (Identical to Frame 1) 

"You are endowed with x Japanese yen and the other player is also endowed with x yen." (Combines information 
from sentences 3 and 6 of Frame 1) 

"In this game both you and the other player can choose between Strategy A and Strategy B." (Introduces "Strategy 
A" and "Strategy B" early) 

"You and the other player will choose your strategies simultaneously." (Mentions simultaneity earlier than Frame 1) 
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"Choosing Strategy A sends an amount double the endowment to the other player." (Rephrases sentence 4 from 
Frame 1) 

"If one chooses strategy B they keep their endowment." (Rephrases sentence 5 from Frame 1) 

"If you choose Strategy A and the other player also chooses Strategy A both you and the other player receive 2x 
yen." (Similar to part of sentence 8 in Frame 1 but phrased differently) 

"If you choose strategy B and the other player chooses Strategy A you receive 3x yen and the other player receives 
nothing." (Rephrased part of sentence 8 from Frame 1) 

"If you choose Strategy A and the other player chooses Strategy B you receive nothing and the other player receives 
3x yen." (Rephrased part of sentence 8 from Frame 1) 

"If you and the other player both choose strategy B you both receive x yen." (Similar to part of sentence 8 in Frame 
1 but phrased differently) 

"What option do you choose?" (Identical to Frame 1) 

"Do not explain your answer." (Identical to Frame 1) 

"If you choose to send your endowment you must only respond with ‘A’ and if you choose to keep your endowment 
you must only respond with ‘B’." (Identical to Frame 1) 

 

 Summary of Specific Differences: 

Sentence 3 in Frame 1: "You are given an endowment of x Japanese yen and can do two things: send the entire 
endowment to the other player or keep the endowment." 

vs. Sentence 3 in Frame 2: "You are endowed with x Japanese yen and the other player is also endowed with x yen." 

Sentence 4 in Frame 1: "If you send your endowment to the other player, the endowment will be doubled while 
being transferred and the other player will receive 2x yen." 

vs. Sentence 6 in Frame 2: "Choosing Strategy A sends an amount double the endowment to the other player." 

Sentence 5 in Frame 1: "If you keep your endowment, you will have your endowment." 

vs. Sentence 7 in Frame 2: "If one chooses strategy B they keep their endowment." 

Sentence 6 in Frame 1: "The other player is also given an endowment of x yen and can do the same things: send the 
entire endowment to you or keep it." 

vs. Sentence 3 in Frame 2: Combined with the earlier part of Frame 1. 

Sentence 7 in Frame 1: "If the other player sends it you receive 2x yen, and if the other keeps it, you don’t receive 
anything." 
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vs. Sentence 8 in Frame 2: "If you choose Strategy A and the other player also chooses Strategy A both you and the 
other player receive 2x yen." 

vs. Sentence 9 in Frame 2: "If you choose strategy B and the other player chooses Strategy A you receive 3x yen and 
the other player receives nothing." 

vs. Sentence 10 in Frame 2: "If you choose Strategy A and the other player chooses Strategy B you receive nothing 
and the other player receives 3x yen." 

vs. Sentence 11 in Frame 2: "If you and the other player both choose strategy B you both receive x yen." 

Sentence 8 in Frame 1: "In short, if you and the other player keep your respective endowments, you each get x yen; 
if you and the other player both send your initial endowments you each get 2x yen; if you send your endowment 
and the other player keeps his/her endowment you get nothing and the other player gets 3x yen; if the other player 
sends his/her endowment and you keep yours, you get 3x yen and the other player gets nothing." 

Summarized in multiple sentences in Frame 2 (Sentences 8-11). 

Sentence 9 in Frame 1: "You and the other player make your decisions simultaneously." 

vs. Sentence 5 in Frame 2: "You and the other player will choose your strategies simultaneously." 

These differences highlight the variation in structure, wording, and the order of information presented between the 
two Frames. 
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Appendix B: Additional Tables and Figures 
Table B.1 Cooperation Rates across LLMs (Default Temperature, Frame 1) 

  ChatGPT-3.5-
turbo 

ChatGPT-4.0 Gemini 1.0  

     
JPY 100 N(Send) 204 31 227 

%(Send) 52.71 8.45 56.89 

N(No Errors) 387 367 399 

     

JPY 200 N(Send) 233 35 241 

 %(Send) 59.59 8.79 60.4 

 N(No Errors) 391 398 399 

     

JPY 400 N(Send) 249 29 258 

 %(Send) 63.68 7.4 64.66 

 N(No Errors) 391 392 399 

 

 

Table B.2 Cooperation Rates across LLMs (Default Temperature, Frame 2) 

  ChatGPT-3.5-
turbo 

ChatGPT-4.0 Gemini 1.0 

     
JPY 100 N(Strategy A) 183 0 223 

%(Strategy A) 49.19 0 55.75 

N(No Errors) 372 399 400 

     

JPY 200 N(Strategy A) 217 0 229 

 %(Strategy A) 79.78 0 57.54 

 N(No Errors) 372 400 398 

     

JPY 400 N(Strategy A) 174 0 237 

 %(Strategy A) 46.65 0 59.85 

 N(No Errors) 372 390 396 
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Figure B.1 Overall Distribution of Responses across LLMs (Total: Frame 1 + Frame 2)

 

 

Figure B.2 Overall Cooperation Rates, LLM Temperature Setting = 0 

 

Note. The vertical lines depict 95% confidence intervals around means. 
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Figure B.3 Order effects, All Stake Size Sequences 

 

Note. The letters S, M and L refer to the small (JPY 100), medium (JPY 200) and large (JPY 400) stakes. P1, P2 and P3 refer to the 
prompt sequence number at which a given stake was presented to the LLM subject. For example, in the SML sequence, the LLM 
subject was presented with the three stake sizes in the following order: JPY 100, 200 and 400. The vertical lines depict 95% 
confidence intervals around means. 


