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We estimate the effect of sleep on labor productivity addressing the two main challenges 
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budget constraint and the endogeneity of the allocation of time. We use complete time 

diary data to identify the relative effect of sleep vs. non-work activities among employees 

working the same number of hours, and account for the endogeneity of time use choices 

by leveraging longitudinal information on productivity in a value-added specification. We 

show that, when work hours are held constant, substituting sleep with other non-work 

activities does not affect labor productivity.
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1 Introduction

Sleep is a biological need. Its importance has been extensively proved by a breadth
of medical research reporting large impacts of sleep deprivation on physical health,
mental health conditions, as well as cognitive functioning [Cappuccio et al., 2010,
Ferrie et al., 2011, Hale et al., 2020].

Consistently, a recent stream of economic research shows that dedicating insuffi-
cient time to sleep, at night or in afternoon naps, hampers financial market returns
[Kamstra et al., 2000], academic performance [Giuntella et al., 2024, Jagnani, 2024],
and labor market outcomes [Gibson and Shrader, 2018, Giuntella and Mazzonna,
2019, Costa-Font and Fleche, 2020, Bessone et al., 2021, Kajitani, 2021, Costa-Font
et al., 2024]. This body of research acknowledges that sleep duration is a choice that
is affected by economic incentives [Biddle and Hamermesh, 1990], and attempts to
address the resulting endogeneity concerns. Common empirical strategies use the
variation in sleep duration originating from changes in natural light at time-zone
boundaries, in sunset timing, or during daylight-saving time days; the presence of
babies disrupting mothers’ night sleep; randomly assigned information, encourage-
ments, reminders, and monetary incentives to favor sleep.

Nevertheless, even if sleep time was randomly allocated among individuals, iden-
tification is made difficult by the presence of a binding time budget constraint: sleep-
ing more hours necessarily comes at the expense of hours dedicated to alternative
uses of time. Due to this inescapable fact, two people with different sleeping hours
cannot spend the same amount of time in all other activities. Hence, the observed
effect of one more hour of sleep on economic outcomes may be partly or fully due to
the shorter time devoted to work, leisure, or other uses of time, a simultaneity con-
cern that complicates interpretation. The conclusion is that whether changing sleep
duration per se impacts economic outcomes - the parameter of interest of the body of
research presented above - is a Fundamentally Unidentified Question [Angrist and
Pischke, 2009].

What can be identified, at best, are relative effects of the substitution in the alloca-
tion of time among pairs of activities [Fiorini and Keane, 2014, Keane et al., 2022], and
there are as many relative effects as the alternative activities that can be considered.1

Ignoring this matter has important consequences. So long as different substitute
activities impact individual outcomes differently, whether increasing sleep is ben-
eficial or not depends on what is actually replaced. For example, consider labor
productivity, and suppose that working longer is more detrimental to productivity
than sleep, while other non-work activities are more beneficial than sleep. Then, the

1Complementarity across time uses is also possible. For example, the “productive sleep hypothesis” [Gibson
and Shrader, 2018] suggests a synergy between sleep and work.
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effect of increasing sleep will be positive if one works less to sleep more, and negative
if he or she reduces non-work activity.

Empirically, conditional on data availability, a way to isolate the impact of a spe-
cific time trade-off is to control for time spent in all the activities but one. This enables
to estimate the effect of an increase in the time allocated in the activity of interest rel-
ative to the omitted time use category, which necessarily decreases, holding all the
other activities fixed.

However, this approach introduces a second empirical complication. Time allo-
cation is an individual choice which responds to many factors, observed and un-
observed. The need to control for the complete set of activities extends endogene-
ity concerns to each time use, and identification of the impacts of the trade-offs of
multiple uses of time would require exploiting different and independent sources of
exogenous variation, one for each alternative activity. Furthermore, the sources of
exogenous variation in sleep duration used in the literature would be hardly useful
for this purpose. For example, Nguyen et al. [2024] shows that daylight duration gen-
erates changes in the allocation of time of children and adolescents across multiple
activities that are substitutes to sleep. This violates the exclusion restriction necessary
to isolate the impact of sleep against a specific alternative use of time.

Fortunately, the empirical research on the impact of time use has acknowledged
these issues and proposed solutions to jointly address both challenges, in order to
claim a causal interpretation of relative time use effects [Fiorini and Keane, 2014,
Caetano et al., 2019, Keane et al., 2022, Caetano et al., 2024]. These methods generally
combine selection on observables assumptions with longitudinal information on pro-
ductivity, which permits the estimation of value-added (VA) models.2 Specifically,
our VA specification compares the productivity between workers sharing a compre-
hensive set of individual observable characteristics, reporting to work for the same
number of hours, and having the same lagged labor productivity, but whose sleep-
ing duration (and necessarily the time devoted to other non-work-related activities)
differ. Under a set of assumptions, controlling for lagged productivity serves as a suf-
ficient statistic for all prior inputs in the individual production function [Todd and
Wolpin, 2003]. To deal with the potential endogeneity of lagged productivity, we also
provide IV estimates of the VA model, using twice-lagged expected labor earnings as
instrumental variable.

We find that trading off sleep with other non-work related activities does not exert
any economically relevant effect on earnings. Our results are robust to a battery of
specification tests, and we find little evidence of non-linear effects or heterogeneity
with respect to several individual characteristics.

2Alternative methods exploit bunching of the time use of interest at zero [Caetano et al., 2019, 2024], which
is not a feasible application in the estimation of sleep effects.
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This paper’s contribution is threefold. First, it brings for the first time the tech-
niques developed in the literature on the effects of time use into the literature on the
economic impacts of sleep. Second, by using complete time diary data of full-time
workers from a representative sample of the US population, it estimates the effect of
sleep vs. non-work activities on individual labor productivity – proxied by weekly
labor earnings - keeping constant the hours of work. Third, by holding work time
fixed, it isolates the productivty component from the labor supply component in la-
bor earnings.3 To the best of our knowledge, this is the first study to estimate the
impact of sleep on individual productivity while addressing these challenges.

The rest of the paper unfolds as follows. Section 2 describes the data. Section 3
discusses the estimation strategy, going more in detail through the involved and how
we address them. Section 4 collects baseline results, specification tests and robustness
checks. Finally, Section 5 concludes.

2 Data

2.1 Relevant datasets

We use data from the American Time Use Survey (ATUS) linked with the Current
Population Survey (CPS).

Since 2003, ATUS collects information on how Americans allocate their time. Ev-
ery month, around 60,000 households that have terminated their CPS interviews are
selected to preserve national representativeness; from each, one family member aged
15+ is randomly selected to complete a time diary for a 24-hour period. Selected re-
spondents indicate the activities they engage in, how much time they spend in each,
and other details.4 By design, interviews are evenly administered across months and
weeks of the year, but with a considerable weekend oversampling.5 Selected respon-
dents complete the time-use survey only once - thus, an individual time-use panel is
not available.

3Weekly earnings mechanically decrease if work hours decline, for a given wage rate and productivity. Hence,
if additional sleeping was achieved by reducing work hours, weekly earnings could decline even if the effect of
more sleep was that of increasing worker productivity. Holding constant hours of work addresses this concern.

4Activities’ duration is precisely calculated in minutes from freely indicated starting and ending times (i.e.,
without fixed time slots). Activities are hierarchically classified: the main, and highest, level of aggregation of
the coding-structure consists of 17 groups, further disaggregated in an intermediate and final level of 100 and
more than 400 groups, respectively. Such features allows for a rather precise characterisation of individual time
allocation. Other details include where the activity took place, who, if anyone, respondents were with when
engaging in the reported activities.

5Days from Monday to Friday represent 10% of weekly diaries each, while Saturdays and Sundays 25% each,
leading to a 50-50% partitioning of interviews between workdays and the weekend. This 50-50% allocation is
functional to the purpose of showing differences in time allocation between the two parts of the week.
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The linkage between ATUS and CPS allows us to gain access to a large set of infor-
mation on respondents’ demographics and socio-economic status, their employment
status, job characteristics, earnings and income. The CPS sample structure is char-
acterized by a rotation pattern: each household is in the sample for four successive
months, then out for eight months, and then in the sample again for the final four
months. During the “months-in-sample” (MIS), household members complete the
“basic monthly survey”, providing the main information. Importantly, in the fourth
and the eighth MIS households participate in the “earner study”, where adult indi-
viduals who are not self-employed are asked to report information on usual weekly
earnings, that constitute the basis for our measurement of labor productivity.

2.2 Variables definition

2.2.1 Individual labor productivity

Following Gibson and Shrader [2018] and Costa-Font et al. [2024], we capture labor
productivity – our outcome variable - using usual weekly earnings as recorded in
ATUS.6 This is defined for all employed respondents who have positive labor income
and are not self-employed. They are asked to report usual weekly earnings at the
main job, including overtime pay, commissions, and tips usually received, before
taxes and other deductions. We also recover respondents’ past weekly earnings value
from their first CPS earner study (i.e., during their MIS4), occurring 14 to 17 months
before the time-use survey. This lagged earnings measure will represent the lagged
outcome in the production function.

2.2.2 Time use variables

Given our focus on labor productivity, we only consider time allocation during the
workweek, i.e., days from Monday to Friday, when most workers are at work. Ac-
tivities in ATUS are recorded in minutes per day, which we transform into hours per
workweek. This allows to match the frequency of the outcome and ease interpreta-
tion, in line with the literature [Gibson and Shrader, 2018, Kajitani, 2021, Costa-Font
et al., 2024].

To minimize arbitrariness in the time use classification, we only define three main
activities: sleep, work and other non-work-related activities. Sleep accounts for total
sleep duration, including nighttime sleep and naps. Work duration is defined as total

6Given the short time span between the CPS MIS8 and the ATUS interviews (2 to 5 months), earnings in
ATUS differ from earnings in CPS MIS8 only for 40% of respondents who experienced a job change in between.
For the others, ATUS earnings coincide with CPS MIS8 earnings.
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time spent in all work and work-related activities, including commuting.7 Finally, the
remaining time is attributed to a residual category including all other non-work (and
non-sleep) activities.8 This third category includes the total time devoted to personal
and others’ care, housework and any type of leisure.

2.2.3 Control variables

Our models also include a rich set of control variables that could influence labor pro-
ductivity and possibly correlate with time use. This set of covariates includes demo-
graphic and socioeconomic characteristics (gender, age, race, marital status, number
of people in the household, presence of children, education level, primary occupa-
tion); location characteristics (state and whether the place of residence is a metropoli-
tan area); attributes of the day of the interview (year, month, day of the week); and
the precise number of minutes of daylight during the day of the interview.9

2.3 Sample selection

To obtain a suitable sample for the analysis we apply several selection criteria, that
are described in detail in Appendix A.

Our final estimation sample counts 12,398 observations for full-time employees in-
terviewed between 2003 and 2019, reporting a workday time diary, with non-missing
current and lagged earnings records, who did not change job between CPS MIS4 and
ATUS interviews, and whose sleep time, work time, and earnings variables are not
outliers in sample distributions. As in Gibson and Shrader [2018], we limit the sam-
ple to employees because earnings are not reported in ATUS by the self-employed,

7We depart from the BLS high-level classification of “Work & Work-Related Activities” (group 05) in two
directions. First, we only include its sub-groups “Working” (0501), “Work-Related Activities” (0502) and “Work
and Work-Related Activities, n.e.c” (0599), while we exclude “Other Income-Generating Activities” (0503) and
“Job Search and Interviewing” (0504). This is because, as they are conceived in ATUS, “Other Income-Generating
Activities” indicate activities which are not part of the main job, but rather conducted in parallel to it or under
informal agreement (e.g., renting an accommodation, selling handcrafts or babysitting), whereas “Job Search and
Interviewing” is not part of the regular job, but undertaken to change it. Since the outcome represents earnings
at the main job, we deem it is more appropriate to separate them from the other sub-groups. Second, although
“Travelling” is a distinct main group (group 18), it includes a subgroup “Travel Related to Work” (1805), which we
consider more a work-related activity rather than a form of leisure, housework or any activity other than work.
Thus, we code it as work.

8Since it is possible that total recorded time in the time-diary does not sum exactly to 1440 minutes, we make
sure to cover all the time in a day and attribute the unrecorded time to the residual category non-work activities.
Hence, we assume that bed and wake time are correctly recorded as well as all sleep and work spells.

9To obtain sunlight duration we used Gibson and Shrader [2018] replication files and Meeus [1991] astronom-
ical calculator. Thanks to FIPS code information reported in ATUS, individuals can be geocoded up to the county
level. The coordinates of the location centroids in combination with information on the day of the interview were
used as inputs in the algorithm to obtain sunrise time, sunset time and daylight duration in the location and day
of the interview for each individual.
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and to those working full-time because ATUS only collects a single time diary per
respondent, and the labor supply of those with vertical part-time contracts could be
misclassified if interviewed on a convenient day. Moreover, the number of males
working part-time is very small.

Table 1 reports summary statistics for earnings, time use, and individual charac-
teristics in the pooled estimation sample and by gender, while comparable estimates
for the initial sample are in Table B1.10 We see that males, white and educated work-
ers are over-represented with respect to the initial sample as a result of the selection
of full-time employees with a continuous earnings history. Consistently, individuals
in our estimation sample also have higher earnings, work more hours and sleep less.

3 Methods

This Section presents the parameters of interest and the methodological challenges
put forward in Section 1, that motivate our empirical strategy.

3.1 Total vs. partial sleep effects and the role of the time budget

constraint

To fix ideas, suppose that productivity is a function of all possible time uses k =

1, . . . , K
Yi = f (Ti1, . . . , TiK) (1)

and let k = 1 denote sleep. The marginal effect of sleep on productivity, the parameter
we are after, is f1(.), the partial derivative of Yi with respect to T1. The time budget
constraint implies that ∑k Tk = T̄, whose differentiation yields ∑k dTk = 0. Without
loss of generality, let the substitution patterns between sleep and any time use k be
denoted as dTk = αkdT1, with no restrictions imposed on the signs and magnitudes
of αk for k = 2, . . . , K and, by definition, α1 = 1. The time budget constraint implies
that any variation in sleep must be accompanied by variations in one or more uses of
time, that is, ∑k αk = 0 and ∑k ̸=1 αk = −1.

This inescapable fact implies that we can observe the total derivative of Y with
respect to T1, but not the partial derivative, f1 [Fiorini and Keane, 2014]. Specifically,
a time reallocation compensating an increase in sleep of dT1 implies a change in
productivity equal to

dYi = ∑
k

fk(Ti1, . . . , TiK)αkdT1 = ( f1 + ∑
k ̸=1

αk fk)dT1 (2)

10Table B2 in Appendix B describes the occupational composition of the sample and Table B3 the distribution
across days, months and years.
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Table 1: Summary Statistics

(1) (2) (3) (4) (5) (6)
Pooled sample Male sample Female sample
Mean SD Mean SD Mean SD

Weekly earnings ($/week)
Current value (ATUS) 1,116.64 648.93 1,254.52 689.09 967.04 565.56
Lagged value (CPS MIS 4) 1,043.62 619.37 1,175.35 665.26 900.68 529.57
Time use (hours/week)
Sleep 37.74 6.21 37.47 6.18 38.04 6.23
Work 46.04 7.59 47.74 7.58 44.20 7.15
Other non-work activities 36.21 9.00 34.79 8.86 37.76 8.89
Individual characteristics
Female (%) 0.48 0.50 0.00 0.00 1.00 0.00
Age (years) 44.75 9.91 44.37 9.74 45.16 10.08
White (%) 0.84 0.37 0.86 0.35 0.81 0.39
Black (%) 0.10 0.31 0.08 0.27 0.13 0.34
Asian (%) 0.04 0.21 0.05 0.22 0.04 0.19
Other race (%) 0.02 0.13 0.02 0.12 0.02 0.13
No high school diploma (%) 0.04 0.21 0.06 0.23 0.03 0.17
High school diploma (%) 0.38 0.49 0.38 0.49 0.37 0.48
College degree or higher (%) 0.58 0.49 0.56 0.50 0.60 0.49
Married (%) 0.63 0.48 0.70 0.46 0.56 0.50
Widowed (%) 0.02 0.14 0.01 0.10 0.03 0.18
Divorced/separated (%) 0.17 0.38 0.13 0.34 0.22 0.42
Never married (%) 0.17 0.38 0.16 0.37 0.18 0.39
Household size 2.36 0.81 2.41 0.81 2.31 0.80
Any children present (%) 0.53 0.50 0.55 0.50 0.51 0.50
Employee 1.00 0.00 1.00 0.00 1.00 0.00
Self-employed 0.00 0.00 0.00 0.00 0.00 0.00
Unemployed 0.00 0.00 0.00 0.00 0.00 0.00
Not in labor force 0.00 0.00 0.00 0.00 0.00 0.00
Observations 12,398 6,452 5,946

Notes: Summary statistics refer to the estimation sample. Appendix A describes sample selection criteria.

This is a combination of all partial derivatives fk and does not permit the iden-
tification of f1. If exactly one time use changes to compensate a sleep increase, say
k = 2, we have that α2 = −1 and αk = 0 for all k = 3, . . . , K. In this case, Equation (2)
simplifies to

dYi = ( f1 − f2)dT1 (3)

While f1 remains unidentified, we can identify the effect of sleep "relative" to the
effect of time use k = 2: a quantity that can be interesting [Fiorini and Keane, 2014].
Empirically, identification of this parameter is achieved by comparing individuals
with the same values for each k = 3, . . . , K but who differ in T1 and T2. Although
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this holds in general, in what follows we only distinguish between sleep (k = 1),
non-work activities (k = 2) and work (k = 3), and focus on the relative effect of sleep
versus non-work activities holding work time fixed.

Non-work activities are undoubtedly heterogeneous, encompassing a wide ar-
ray of pursuits and actions. However, the most relevant distinction in time use lies
between work and non-work activities, making it both reasonable and practical to
group all non-work activities under a single category. This approach serves as a
useful simplification, enabling a more manageable and streamlined analysis without
compromising the overall validity of the results. In Section 4.6, we will refine this
classification to partly address the nuances within non-work activities.

3.2 Complications arising from measuring labor productivity with

labor earnings

When labor productivity is measured by labor earnings, things get a little more in-
volved. Under competitive markets and constant marginal productivity, labor pro-
ductivity coincides with the wage rate. In this case, labor earnings are

YiTi3 = f (Ti1, Ti2, Ti3)Ti3 (4)

so that the change in log earnings Ei = log(YiTi3) caused by a change in sleep is

dEi =
1

YiTi3
× [( f1 + α2 f2 + α3 f3)Ti3 + α3 f (Ti1, Ti2, Ti3)]dT1. (5)

This can be rewritten as

dEi/dT1 = dlogYi/dT1 + α3/T3 (6)

The possibility to observe only the total effect rather than the partial effect of sleep
on earnings assumes relevance here, as the total effect of sleep on log labor earnings
corresponds to the total effect of sleep on log productivity only if α3 = dT3

dT1
= 0. If,

instead, an increase in sleep occurs together with a reduction in hours of work, as
it seems plausible, then α3 < 0 and the total effect of sleep on labor earnings is a
downward biased proxy of the total effect of sleeping on productivity.

To overcome this relevant issue, in our analysis we hold work time fixed, and thus
attribute changes in earnings to changes in productivity.

Empirically, this will consist in comparing individuals with the same number of
work hours. Holding work-time constant implies α3 = 0 and α2 = −1, so that

dEi

dT1
=

f1 − f2

Yi
(7)
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In this aspect, we depart from previous research [Gibson and Shrader, 2018, Kaji-
tani, 2021, Costa-Font et al., 2024] which use empirical models that only include sleep
hours and necessarily estimates a combination of the effects of all possible time sub-
stitutions, including sleep-to-work, which can be quite heterogeneous both in sign
and in magnitude (see Equation (5) and Equation (6)).

3.3 The endogeneity of time use and our identification assumptions

The challenges stemming from the time budget constraint come together with an-
other problem: the endogeneity in the allocation of time. Time use choices reflect a
wide array of observable and unobservable drivers, some of which related with labor
productivity.

To jointly address both challenges, we follow Todd and Wolpin [2003] and recent
advances in the literature on the impact of time allocation on human capital produc-
tion [Fiorini and Keane, 2014, Keane et al., 2022], which propose a value-added (VA)
approach to identification. Accordingly, we refine the specification of labor earnings
as

Eit =
t

∑
τ=1

(βt−τ+1 Iiτ) + γtµi0 + εit. (8)

In Equation (8), Eit is the natural logarithm of individual earnings in period t,
Iiτ, τ = 1, . . . , t is a vector of contemporaneous and past inputs, µi0 are initial endow-
ments and εit is a random shock. In our case, Iiτ includes all time use and a set of
individual observed and unobserved traits affecting earnings.

This specification is quite demanding and the estimation of its parameters requires
to observe the complete vector of inputs at all periods from birth to time τ = t, a
rather taxing requirement. Furthermore, we are only interested in the impact of sleep
at time τ = t on contemporaneous earnings, while the parameters relating to the
impact of other contemporaneous inputs or previous inputs dating before τ = t are
not of primary importance in our analysis.

Fortunately, Todd and Wolpin [2003, 2007] show that, for identification of the
impact of inputs at time τ = t, Equation (8) can be conveniently simplified under
rather mild conditions. Provided that βτ = λβτ−1 and γτ = λγτ−1, ∀τ - a “common
depreciation rate" assumption11 - Equation (8) can be rewritten as

Eit = β1 Iit + λEit−1 + νit (9)

If the "common depreciation rate" assumption holds, then the lagged outcome

11This assumption states that the effects of all observed and unobserved inputs, including initial endowments,
geometrically decline at the same rate λ, meaning that the effect of past inputs declines as inputs get more remote.
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represents a sufficient statistic to proxy for the complete history of all past observed
and unobserved inputs, including the unobserved initial endowments. Thus, the
value added approach drastically reduces the information required to estimate our
parameters of interest.

A remaining concern is that Equation (9) assumes that all contemporaneous inputs
in vector Iit are included in the specification of the production function, but due to
data availability limitations the omission of unobservable contemporaneous inputs
remains possible.

We specify the vector Iit as Iit = (Tit, Xit, Zit), where Tit is the vector of time uses
(sleep, work, non-work); Xit are other observed inputs; and Zit are unobserved inputs.
We assume that among full-time workers that are comparable in all their observable
characteristics as well as past productivity, differences in how they allocate their time
across the three considered activities are as good as random. Using the time budget
constraint to write NonWorkit = T̄ − Sleepit − Workit, we state this assumption as
follows:

νit⊥(Sleepit, Workit, T̄ − Sleepit − Workit)|Eit−1, Xit (10)

Under this condition, we express Equation (9) by specifying the linear model

Eit = βSleepit + γWorkit + δXit + λEit−1 + νit (11)

that identifies the the effect of sleep relative to non-work activities through the
parameter β.

The conditional independence of the joint distribution of time uses in Equa-
tion (10) implies that Workit can be treated as an exogenous control in Equation (11)
for the purpose of isolating the trade-off between sleep and non-work time.

3.4 Estimation

We take Equation (11) to the data by estimating with Ordinary Least Squares (OLS)
the following flexible regression specification:

Eit =βSleepit +
19

∑
v=3

γvg × Workitvg+ (12)

+
19

∑
v=3

δvg × Workitvg × Yit−1+

+
19

∑
v=3

γvg × Workitvg × Xit +
S

∑
s=2

αsgStateis + λEit−1 + νit

where Eit is the natural logarithm of usual weekly earnings for individual i at
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period t, Eit−1 is the natural logarithm of lagged weekly earnings (measured 14 to
17 months earlier), Sleepit is hours of sleep, and we flexibly control for work time by
including in Equation (11) a vector of dummies for being in the v − th ventile of the
gender-specific distribution of weekly working hours, Workitvg, v = 3, . . . , 19.12

The parameter β is the coefficient of interest, identifying the effect of an increase
in sleep relative to a decrease in non-work activities (the omitted time use category),
holding the number of work hours fixed.

The vector of observable characteristics Xit is listed in Section 2.2.3 and includes
demographic and socioeconomic characteristics. To allow for flexibility in the map-
ping between Eit and both Eit−1 and Xit, we allow the coefficients related with these
variables, δ and γ, to vary by ventile of the gender-specific work time distribution.

Finally, Stateit is a set of state fixed effects and νit is an idiosyncratic individual
error term.

To account for gender heterogeneity in the labor market conditions, working
times, as well as sleep patterns and biological needs, in the analysis we allow for
gender heterogeneity by using gender-specific coefficients on all control variables
and state fixed effects when estimating pooled effects, and by splitting the sample by
gender when investigating gender differences.

4 Results

4.1 Main results

The effects of sleep (relative to non-work activities) on labor productivity are pre-
cisely estimated zeros as reported in Table 2. We estimate that increasing sleep by 1
standard deviation - equivalent to 6.2 hours per week,13 or 17 percent of mean sleep,
a substantial time use change - would affect earnings by a tiny -0.25%. This result
holds both in the pooled sample and after splitting by gender. The large value of the
R-squared, ranging between 0.5 and 0.7, remarks that the set of controls and fixed
effects included in the models captures a substantial share of the heterogeneity in
current earnings.

12Table B4 in Appendix B shows that this functional form permits a finely-grid partitioning of the support
of work hours, while at the same time leaving enough variation in sleep to permit identification. We defined
gender-specific work hours ventiles during the sample selection, and the two extremes are trimmed out when
defining the estimation sample. Details are described in Appendix A

13This is the variation in weekly sleep duration across individuals in our sample. Knutson et al. [2007] finds
that the within-individual standard deviation of sleep duration per day is 1.26 hours, or 6.3 hours on a weekly
basis, very similar to our benchmark.
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Table 2: Main results

(1) (2) (3) (4) (5) (6)
Pooled sample Male sample Female sample

ln(earn) ln(earn) ln(earn) ln(earn) ln(earn) ln(earn)

Sleep -0.00078 -0.00040 -0.00090 -0.00029 -0.00066 -0.00051
(0.00054) (0.00058) (0.00075) (0.00083) (0.00076) (0.00082)

Observations 12,398 12,398 6,452 6,452 5,946 5,946
Controls No Yes No Yes No Yes
R2 0.54 0.71 0.54 0.70 0.49 0.68
Sleep mean (SD) 37.74 (6.21) 37.47 (6.18) 38.04 (6.23)

Notes: each column reports the coefficient on sleep duration obtained from the OLS estimation of Equation (12).
All models include controls for gender-specific work-hour ventile dummies, lagged productivity, and their inter-
actions. Models in even columns also include the controls in vector X, described in section Section 2.2.3, interacted
with gender-specific work-hour ventile dummies, and a set of state fixed effects. In the pooled sample, all coeffi-
cients are allowed to be gender-specific. Robust standard errors in parenthesis. * p < 0.10, ** p < 0.05, *** p < 0.01.

4.2 Specification tests

The main results in Table 2 hold when we adopt different specifications. Given the
stability of the results, we present the estimates in Appendix B.

First, Table Table B5 in Appendix B shows that results are unchanged when -
unlike in our baseline - we use survey weights to reduce potential issues due to
differences in the sampling and response rates across subpopulations and days of
the week in ATUS. This finding also tones down potential concerns about the limited
representativeness of our sample, as in that case the impact use of survey weights
should make a starker difference.

Second, in Table Table B6 in Appendix B we allow for correlation in the error
terms across individuals living in the same state and working in the same occupation
at the CPS MIS 4 interview. The precision of our estimates is unghanged.

Next, Table Table B7 in Appendix B probes the robustness of the results when we
change the specification adopted to control for work hours in Equation (12) and par-
tition its support in 10, 20 (our baseline choice), 30, 50 or even 100 quantiles and use
quantile dummies. In the last column of the Table we instead control for work hours
linearly and drop the interactions of work time with the other controls, replicating a
specification common in the literature [Fiorini and Keane, 2014, Keane et al., 2022].
Changing the binning of work-time has no relevant effect on the estimates. Instead,
the estimated effect of sleep becomes slightly larger when we use the less flexible
linear specification.

Finally, in Table B8 in Appendix B we compare our baseline regression, where we
interact work-hour ventile dummies with all controls as well as with lagged earn-
ings, with to two slightly different versions: the former excludes the interactions
between work-hour ventile dummies and lagged earnings, while the latter adds ad-
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ditional interactions between work-hour ventile dummies and a linear trend in work
hours. Their inclusion serves to control for potential residual variability of work
hours within ventiles (see Table B4). The results are comparable to our baseline.

4.3 Robustness checks

In this section we consider three concerns regarding our identification strategy, namely:
a possible violation of the conditional independence assumption, the possible en-
dogeneity of lagged earnings and the consequences of meausurement error in our
measure of sleep.

4.3.1 Selection on unobservables

Our identification strategy relies on a selection on observables assumption (see Equa-
tion (10)), but selection on (contemporaneous) unobservables can still confound iden-
tification. We assess the relevance of this matter by using the methods developed
by Oster [2019]. Specifically, we leverage changes in the effect of sleep and in the
R-squared of the regression that result from the inclusion of the controls in vector
X to gauge the sensitivity of our estimated effects to the presence of selection on
unobservables.

In particular, we estimate how large would the estimated effects of sleep be if
unobservable inputs were as relevant as observables in affecting our estimates. In
the parlance of Oster [2019], this amounts to estimating the level of β - the treatment
effect - obtained under the assumption that δ - the degree of proportional selection
on observables and unobservables - is equal to one. Assuming that the maximum
attainable R-squared if all unobservables were included in the regression was equal
to 1.3 times the R-squared of the model that includes all observed covariates, as
suggested by Oster [2019], we obtain that the impact of sleep would change only
marginally, from -0.0004 to 0.0008 in the pooled sample, from -0.0005 to 0.001 for
males, and from -0.0003 to -0.0002 for females.

We also assess how relevant should selection on unobservables be in order to lead
us to estimate a positive and large coefficient of sleep on productivity - for instance at
least as large as the one estimated by Gibson and Shrader [2018], equal to 0.11. This
amounts to estimate the level of δ such that β = 0.11. Under the same assumption on
the maximum R-squared discussed above, for the pooled sample we estimate that δ

would need to be larger than 2, a very large value according to the standards adopted
to gauge proportional selection by Oster [2019].
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4.3.2 Endogenous lagged productivity and IV estimation

According to the structural interpretation of Equation (9), as in Todd and Wolpin
[2003], the error term is νit = εit −λεit−1, implying that Eit−1 is correlated with νit. We
tackle this issue by using the 2-year lagged mean earnings by gender, year, state and
occupation from American Community Survey (ACS) microdata as an instrumental
variable (IV) for Eit−1.14 The instrument relies on the persistence in the local wage
structure by gender and occupation to generate variation in earnings that is predictive
of individual earnings, but at the same time does not depend on individual traits -
besides those determining location and occupation choices.

We facilitate the estimation of the IV regression by removing the interactions be-
tween lagged earnings and the work-hour ventile dummies (as done in the first col-
umn of Table B8), so that we only have to instrument one endogenous variable with
one instrument.

Column (1) of Table 3 reports the OLS estimates obtained with this specification
in the pooled sample and after splitting by gender. These results are very similar
to those in Table 2. Column (2) of the same Table reports positive and significant
first-stage coefficients of lagged mean earnings on current earnings. The Kleibergen
and Paap [2006], first-stage F statistics are well above 10, suggesting that the instru-
ments are not weak. Finally, the IV estimates are in Column (3) of Table 3, and still
report small effects of sleep on productivity, that - as in our baseline - are statistically
indistinguishable from zero.

4.3.3 Measurement error

Time use as reported in ATUS eventually refers to a given day and not to the usual
time allocation. The evidence provided by epidemiological studies such as Jonasdot-
tir et al. [2021], Willoughby et al. [2023] suggests that there is non-negligible intra-
individual variability in sleep time across consecutive working days. As a result, a
single sleep measure might not properly reflect individuals’ usual sleep schedule.
This fact raises concerns about measurement error in sleep.

If variation in sleep across days is random, then measurement error is classical
and leads to attenuation bias. In the absence of suitable instrumental variables in
ATUS (such as alternative measures of respondents’ time use allocation reported by

14The definition of earnings and occupation categories reported in the ACS match well those in ATUS and the
CPS. On the one hand, labor earnings is defined as respondent’s total pre-tax wage and salary income (i.e., money
received as an employee), including wages, salaries, commissions, cash bonuses, tips, and other money income
received from an employer, while excluding payments-in-kind or reimbursements for business expenses. On the
other hand, a harmonized occupation coding scheme, based on the SOC 2010 and offered by IPUMS, allows us to
match CPS and ACS data over the entire sample period.
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Table 3: OLS and IV estimates

(1) (2) (3)
OLS First stage IV

ln(earn) ln(earn) lag ln(earn)

Pooled sample

Sleep -0.00053 -0.0022∗∗ 0.0010
(0.00061) (0.00085) (0.00089)

ln(earn) lag 0.40∗∗∗ 1.13∗∗∗

(0.030) (0.15)
ln(ACS mean earnings) lag - IV 0.30∗∗∗

(0.048)
Observations 12,398 12,398 12,398
K-P F stat 38.2
N clusters 1,716

Male sample

Sleep -0.000085 -0.0023∗ 0.0015
(0.00089) (0.0012) (0.0014)

ln(earn) lag 0.44∗∗∗ 1.17∗∗∗

(0.034) (0.23)
ln(ACS mean earnings) lag - IV 0.27∗∗∗

(0.064)
Observations 6,452 6,452 6,452
K-P F stat 17.7
N clusters 918

Female sample

Sleep -0.00098 -0.0020∗ 0.00048
(0.00082) (0.0012) (0.0011)

ln(earn) lag 0.37∗∗∗ 1.08∗∗∗

(0.046) (0.19)
ln(ACS mean earnings) lag - IV 0.33∗∗∗

(0.071)
Observations 5,946 5,946 5,946
K-P F stat 22.1
N clusters 798

Notes: with respect to the even columns of Table 2, the models estimated in this Table exclude the interactions
between lagged earnings and work-hour ventile dummies. The instrumental variable for own ln(earn) lag used in
Columns (2) and (3) is the 2-year lagged ln of mean earnings by gender, year, state and occupation from American
Community Survey (ACS) microdata. Standard errors clustered by state-gender-MIS 4 occupation are reported in
parenthesis. * p < 0.10, ** p < 0.05, *** p < 0.01
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a household member), we use simulations to illustrate that the consequences of mea-
surement error are not substantive in our application.

We proceed as follows:

1. For each individual, we draw a value of "usual" night sleep duration - UsualSleepi

- from a normal distribution with parameters taken from the evidence reported
by epidemiological studies on sleep duration across individuals in the popula-
tion, gathered using wearable devices [Jonasdottir et al., 2021, Willoughby et al.,
2023].

2. For each individual we then draw a realisation of sleep time - ActualSleepi -
from a normal distribution centered at the individual-specific usual night sleep
duration UsualSleepi, drawn in step 1, and with standard deviation taken from
the intra-individual variability in sleep reported in the same studies.

3. For each individual, we specify individual productivity as Yi = α+ βUsualSleepi +

ui, where α is a constant - equal to average natural logarithm of weekly earn-
ings in the ATUS sample; UsualSleepi is the individual-specific usual sleep time
drawn in step 1; ui is a normally distributed error term with zero mean and
standard deviation equal to the one observed for the natural logarithm of weekly
earnings in the ATUS sample; and β is set equal to the effect found by Gibson
and Shrader [2018]. Since they use total sleep hours over 7 days, while in this
simulation we focus on sleep hours per night, we divide their effect by 7.

4. We regress Yi on ActualSleepi and save the resulting estimate of β.

The empirical distribution of the sleep effects β estimated in 1000 iterations of this
procedure are reported in Figure B6 and Figure B7. The former takes the parameters
of the sleep distributions from Jonasdottir et al. [2021] and the latter from Willoughby
et al. [2023]. The results reveal an attenuation factor around 43%, implying that even
in the absence of measurement error our estimated effects would remain very small.

4.4 Non-linear effects

While our main specification in Equation (12) assumes that the effect of sleep is linear
across its support, it may be that this effect is in fact non-linear. For instance, trading
hours of sleep with activities other than work may be beneficial for productivity only
if workers get enough sleep to function properly or if they do not oversleep. Given
that eventually we do not find much evidence of non-linear responses, we again
report results in Appendix B.

In Table B10 we first use a quadratic instead of linear functional form for sleep
duration. We find evidence that, in the pooled sample and for males, increasing sleep
has a positive effect on productivity up to a bliss point at 37,5 hours of sleep a week
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(i.e., around 7 hours and a half per night), and then declines. For females, the pattern
is qualitatively similar but the curvature is less accentuates, the bliss point comes
earlier, and the overall impacts are too small to be significantly estimated. Despite
the non-linear behaviour, the effects remain very small. For instance, considering the
pooled specification, we find that increasing sleep by 1SD (6.2 hours) from the mean
(37.7 hours) decreases productivity by 0.71%, while decreasing sleep by 1SD from
the mean decreases productivity by 0.16%. However, the effects are not statistically
different from zero or from each other.

We confirm these inverted U-shaped patterns even when we adopt a semipara-
metric approach and replace the linear specification of sleep with dummies for being
in different fifths of the sleep distribution.15

Overall, these results bring some qualitative support to the medical insights sug-
gesting that both excessively short and long sleep duration impairs health and cogni-
tive functioning, which may reflect into productivity.16 Nevertheless, the differences
in productivity that we estimate for different sleep durations are again very small,
confirming our main finding that the substitution between sleep and non-work re-
lated activities is not a key driver of productivity.

4.5 Heterogeneity analysis

This section investigates whether the relative effect of sleep varies along the earnings
distribution, the levels of other time uses, and individual characteristics. Overall, we
find little evidence of heterogeneous effects. Results are collected in Appendix B.

First, Table B11 reports the impacts of sleep on the 10th, 25th, 50th, 75th and 90th

quantiles on the earnings distribution, estimated via unconditional quantile regres-
sions [Firpo et al., 2009]. While differences in the effects at different quantiles are not
significant, a positive gradient in the effect is visible, pointing to more sleep being
harmful at the bottom of the distribution and beneficial at the top. Again, however,
effects are rather small. For instance, if everyone slept one additional hour a week, at
the expense of one hour of non-work activities, the gap in earnings between the 10th

and the 90th quantiles of the earnings distribution would only widen by 0.46%.
Similarly, in Table B12 we estimate a positive gradient in the effect of sleep on

mean earnings as we move along the fifths of the lagged earnings distribution. Still,
differences in the effects are small in size and not statistically significant.

15Table B9 and Figure B5 illustrate the fifths of the sleep distribution.
16We also test non-linearities using specific thresholds for sleep duration used in medical research: one for

sleeping less than 6 hours per night and another for sleeping between 7 and 9 hours per night. In all the three
samples, coefficients associated with the relative dummies are negative in the former case and positive in the
latter, in line with medical insights. Yet, in either case they are not statistically different from zero.
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Next, we investigate whether the consequences of different sleep durations be-
come evident only for those who work for many hours a day. Table B13 reports the
estimates of a model where we linearly introduce sleep and work durations - instead
of the ventiles for work used in our main specification - as well as an interaction term
between the two. It turns out that the estimate of the coefficient related with this
interaction term is close to zero in magnitude and not statistically significant, indi-
cating that the production function does not exhibit these sort of complementarities.
We obtain similar results when we use a more flexible specification that uses work
ventiles, in Table B14.17

Finally, we investigate whether the effect of sleep differs depending on individ-
ual characteristics. In Table B15, Table B16, and Table B17 we respectively assess
heterogeneous effects by age groups, the presence of children in the household, and
occupations. However, we don’t find evidence of heterogeneous effects depending
on any of these characteristics.

4.6 Time use trade-offs

Our empirical exercise differs from other studies on the impacts of sleep on labor
productivity mostly because we hold work time fixed and estimate the trade-off be-
tween sleep and other non-work related activities. As stressed by Fiorini and Keane
[2014] and Keane et al. [2022], the net impact of sleep crucially depends on the activ-
ities that replace it, and no meaningful interpretation can be given to unconditional
effects. In what follows, we report two pieces of evidence that clarify the importance
of specifying what time use trade-off one looks at.

Table 4: Time uses trade-offs

(1) (2) (3) (4) (5) (6)
Pooled sample Male sample Female sample

Work Other Work Other Work Other
Sleep -0.19∗∗∗ -0.81∗∗∗ -0.23∗∗∗ -0.77∗∗∗ -0.14∗∗∗ -0.86∗∗∗

(0.011) (0.011) (0.015) (0.015) (0.016) (0.016)
Controls Yes Yes Yes Yes Yes Yes
Observations 12,398 12,398 6,452 6,452 5,946 5,946
R2 0.14 0.39 0.11 0.35 0.08 0.40

Notes: We use the same specification as in the even columns of Table 2, but the dependent variables are hours of
work and hours spent in other non-work activities and - given the presence of the time budget constraint - we do
not control for other uses of time but sleep. Robust standard errors in parentheses. * p < 0.10, ** p < 0.05, ***
p < 0.01.

17In principle, a possibility to investigate this type of heterogeneity could be to compare between full- and
part-time workers. However, ATUS only collects one time diary per respondent, and the labor supply of vertical
part-time workers may be misclassified if surveyed on a convenient day, leading to bias. Additionally, very few
males work part-time. For these reasons, this analysis isn’t pursued. See Section 2.3
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Preliminarly, Table 4 reports the substitution patterns between sleep and the two
other uses of time that we consider - work and non-work activities. We estimate these
patterns with a specification akin to Equation (12), where the dependent variables are
either work (in odd columns) or non-work (in even columns) hours and - given the
presence of the time budget constraint - we do not include other uses of time besides
sleep. We find that, when sleep duration increases, work hours decrease less than
other activities do. One additional hour of weekly sleep is substituted by a decrease
in work hours of roughly 12 minutes and a decrease in non-work activities of 48
minutes - with men decreasing work time slightly more than women do.

Table 5 reports the impacts of sleep on earnings when we: i) do not control for
other time uses - in Column (1) - allowing for unspecified substitution patterns; ii)
fix work hours - in Column (2), which replicates our baseline - thereby estimating
the trade-off between sleep and non-work activities; iii) fix hours spent in non-work
activities - in Column (3) - thus estimating the trade-off between sleep and work
hours.

Table 5: Unconditional sleep effects, sleep vs. work, sleep vs. other activities

(1) (2) (3)
Unconditional Sleep vs. other Sleep vs. work

Pooled sample

Sleep -0.0016∗∗∗ -0.00040 -0.0053∗∗∗

(0.00051) (0.00058) (0.00073)

Observations 12,398 12,398 12,398
R2 0.62 0.71 0.72

Male sample

Sleep -0.0013∗ -0.00029 -0.0053∗∗∗

(0.00072) (0.00083) (0.00099)

Observations 6,452 6,452 6,452
R2 0.61 0.70 0.70

Female sample

Sleep -0.0019∗∗∗ -0.00051 -0.0052∗∗∗

(0.00074) (0.00082) (0.0011)

Observations 5,946 5,946 5,946
R2 0.58 0.68 0.70

Note: Column (2) replicates the specification in the even columns of Table 2. Column (1) only controls for hours
of sleep, and for no other time use, while Column (3) substitutes gender-specific work-hour ventile dummies with
gender-specific dummies for the ventiles of the distribution of non-work related activities. Robust standard errors
in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01.

We find a negative unconditional effect, that results from a weighted average of the
zero substitution effect between sleep and non-work activities and the negative and
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significant substitution effect between work and sleep. These findings support the
prediction of Section 3 that leaving work-time free to adjust in the model specification
causes a downward bias in the estimates of the marginal effect of sleep.

Next, in Table 6, we verify whether the relative effect of sleep varies depending
on the specific non-work activity that replaces it. We split non-work time in house-
work and care vs. leisure, and estimate the effect of sleep relative to either of the
two, while controlling for quantiles of the joint distribution of work-by-the-other-
non-work-time.18

Table 6: Heterogeneity by non-work time sub-group

(1) (2) (3) (4)
Sleep vs. other Sleep vs. housework Sleep vs. leisure Sleep vs. rel. leisure

Pooled sample

Sleep -0.00040 -0.0024∗∗ 0.0000026 0.00055
(0.00058) (0.00095) (0.00089) (0.00096)

Observations 12,398 12,398 12,398 12,397
R2 0.71 0.82 0.82 0.82
Mean (SD) alt. time use 36.21 (9.00) 20.51 (9.14) 15.70 (8.74) 10.72 (7.87)

Male sample

Sleep -0.00029 -0.0017 0.00029 0.0012
(0.00083) (0.0013) (0.0012) (0.0013)

Observations 6,452 6,452 6,452 6,452
R2 0.70 0.81 0.81 0.81
Mean (SD) alt. time use 34.79 (8.86) 18.28 (8.49) 16.51 (8.77) 11.55 (8.12)

Female sample

Sleep -0.00051 -0.0033∗∗ -0.00034 -0.00020
(0.00082) (0.0014) (0.0013) (0.0014)

Observations 5,946 5,946 5,946 5,945
R2 0.68 0.82 0.81 0.80
Mean (SD) alt. time use 37.76 (8.89) 22.94 (9.19) 14.82 (8.62) 9.81 (7.49)

Notes: we use the same specification as in the even columns of Table 2, and further
control for the specific non-work time sub-group. Specifically, columns (2)-(4) isolate
time trade-offs by controlling for deciles of work-time by fifths of non-work time
dummies. Column (1) replicates the specification in the even columns of Table 2.
Column (2) fixes hours spent in leisure, yielding estimates of the effect of sleep
relative to caring and household activities. Column (3) fixes hours spent in caring
and household activities, yielding estimates of the effect of sleep relative to leisure.
Column (4) fixes hours in caring and household activities and non-relaxing forms of
leisure, yielding estimates of the effect of sleep relative to relaxing forms of leisure.
Robust standard errors in parentheses * p < 0.10, ** p < 0.05, *** p < 0.01.

We find that sleep is equivalent to leisure, and that for females increasing sleep at
the expense of housework damages productivity. Although perhaps surprising, this

18Specifically, we create combinations of work deciles and fifths of each of the non-work time subcategory. This
allows to isolate the specific time trade-off of interest while comparing individuals with the same composition of
work and remaining-non-work time. The choice of deciles and fifths is necessary to have sufficient observations
in each cell, avoiding arbitrary decisions on how to aggregate small groups.
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finding is in line with Gupta et al. [2003], who suggest that housework has a more
negative effect on wages for women than for men due to the different types and the
different degree of flexibility of the activities they engage in. Indeed, on top of the
total duration, while women tend to engage in fixed activities that need to be done
at certain times (e.g., childcare and daily chores), men tend to engage in activities
that can be more freely allocated (e.g., gardening). If so, with hours of work fixed,
for women an increase in sleep further compresses the time available to complete
these inflexible tasks, increasing pressure and decreasing concentration at work, thus
damaging productivity.

5 Conclusions

This paper approaches the question of whether sleep affects labor productivity, ad-
dressing the main empirical challenges highlighted by the research on the effects of
time use [Fiorini and Keane, 2014, Keane et al., 2022].

The presence of the time budget constraint implies that estimating the impact of
increasing a single use of time in isolation is impossible, as other uses of time would
necessarily change. We overcome this issue by focusing on estimating the impact of
substituting sleep with non-work related activities, holding work hours fixed.

We further borrow from the economics of time use by addressing the endogeneity
of the overall time allocation with a value-added (VA) specification. As argued by
Todd and Wolpin [2003], the VA model controls for the lagged outcome as a sufficient
statistics for all past inputs in the individual production function. The inclusion
of a comprehensive set of contemporaneous observable controls alleviates residual
concerns of omitted variables, as further confirmed by the results of the Oster [2019]
test.

Using data from the ATUS and CPS surveys of American full-time workers, we
find that - once we hold working hours fixed - trading one hour of sleep for one
hour of non-work time does not affect earnings. This result is robust to a series
of specification tests, and further estimates do not reveal evidence of non-linear or
heterogeneous effects.

This finding does not mean that sleep is unnecessary. The medical and biological
literature has long clarified that this is not the case. Rather, it means that, as regards
labor productivity, the benefits of additional sleep can be offset by the lost benefits
of other non-work activities that must be given up. For instance, if one more hour
of sleep comes at the cost of one less hour of physical exercise, team building with
the co-workers, or duties which would increase stress if not done, the effects on labor
productivity are hard to predict and can be very small, as our findings show.
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Our result are not exempt from limitations, that call for future research. For in-
stance, our analysis is conducted on a sample of full-time employees, and results may
not be generalizable to part-time or self-employed workers. Furthermore, our results
concern sleep duration, but individuals may improve productivity by optimizing the
timing or improving the quality of their sleep, for given duration. Unfortunately, our
data do not have information on sleep quality, and credible variation in sleep quality
and timing is also hard to exploit. More generally, for each human activity, including
sleep, what matters is not only the amount of time devoted to it, but also the intensity
with which it is pursued.
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Appendices

Appendix A Sample selection

To obtain a suitable sample for the analysis we apply several selection criteria.
We started from a sample of working-age individuals (25 to 65 years old)19, in-

terviewed in the years between 2003 and 2019, from the beginning of ATUS until
COVID-19 outbreak. This initial sample counts 146,949 observations.

Second, given that sleep and work hours likely differ between weekdays and
weekends, we exclude all time diaries completed during Saturdays or Sundays. De-
spite the considerable loss in sample size of about 50%, as implied by the ATUS
sampling scheme20, since only one time-diary is available for each individual we pre-
fer not to infer work-week time allocation from weekends for 50% of the sample. For
the same reason, we also drop information for respondents filling time diaries during
holidays. This leaves us with 71,790 observations.

Among these, we select only those satisfying two conditions:

1. reporting to work full-time in ATUS and in CPS MIS 4 (when lagged earnings
are measured);

2. with non-missing earnings values in either of the three interviews of CPS MIS 4,
CPS MIS 8 and ATUS, and with no job change in the overall period.

Condition 1 is needed to avoid potential miss-classification of the labor supply of
vertical part-time workers. The availability of one time diary only per respondent,
combined with the impossibility to distinguish between horizontal and vertical part-
time workers, could lead to severe errors in the measurement of usual work time if
the latter are surveyed on a convenient day (see Section 2.3). Due to this reason, as
also done in the literature [Gibson and Shrader, 2018], we retain full-time workers
only, which count to 31,697.

On top of the need to have lagged and current earning information, condition
2 aims at limiting the possibility that some workers had an unemployment spell or
were not receiving earnings between the two main time records. After this operation,
the sample counts 16,002 observations.

We then exclude observations with earnings above the 1st and below the 99th
percentile of the earnings distribution to avoid extreme potential misreporting, losing
157 more observations.

19We set 65 as the upper limit in line with the literature [Gibson and Shrader, 2018, Costa-Font et al., 2024].
However, in order to reassure against potentially different behaviours or labor fatigue around the retirement age,
in Table B18 we also check robustness of results with two alternative cutoffs at 62 and 60 years.

20See footnote 5.
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Finally, we exclude all time diaries of full-time workers reporting zero hours of
sleep or work, and also drop time diaries with reported work duration falling in the
upper or bottom 5% tails of the gender-specific distribution and with reported sleep
duration below the 1% or above the 99%. Figure B1 and Figure B2 in Appendix B
represent the distribution of time uses and the thresholds set in this trimming phase.

The resulting final sample includes 12,398 observations.
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Appendix B Additional tables and figures

Table B1: Summary statistics in the initial sample

Pooled sample Male sample Female sample
mean sd mean sd mean sd

Weekly earnings ($/week)
Current value (ATUS) 957.60 664.89 1129.63 706.95 797.93 579.28
Lagged value (CPS MIS 4) 928.36 634.77 1095.48 679.38 774.67 547.47
Time use (hours/week)
Sleep 40.59 10.22 39.92 10.18 41.14 10.22
Work 28.91 23.81 34.99 23.55 23.97 22.85
Other activities 50.49 22.09 45.09 21.50 54.89 21.58
Individual characteristics
Female (%) 0.55 0.50 0.00 0.00 1.00 0.00
Age (years) 44.37 10.91 44.63 10.75 44.16 11.03
White (%) 0.80 0.40 0.82 0.38 0.79 0.41
Black (%) 0.14 0.34 0.12 0.32 0.15 0.36
Asian (%) 0.04 0.19 0.04 0.19 0.04 0.20
Other race (%) 0.02 0.15 0.02 0.15 0.02 0.15
Married (%) 0.59 0.49 0.62 0.49 0.57 0.49
Widowed (%) 0.03 0.16 0.01 0.11 0.04 0.19
Divorced/separated (%) 0.18 0.39 0.16 0.37 0.20 0.40
Never married (%) 0.20 0.40 0.21 0.41 0.18 0.39
Household size 2.36 0.81 2.32 0.84 2.39 0.79
Any children present (%) 0.52 0.50 0.48 0.50 0.55 0.50
No high school diploma (%) 0.09 0.28 0.09 0.28 0.08 0.28
High school diploma (%) 0.43 0.49 0.43 0.50 0.42 0.49
College degree or higher (%) 0.49 0.50 0.48 0.50 0.50 0.50
Employee 0.68 0.47 0.73 0.44 0.64 0.48
Self-employed 0.08 0.28 0.11 0.31 0.06 0.24
Unemployed 0.04 0.20 0.04 0.20 0.04 0.20
Not in labor force 0.19 0.40 0.12 0.32 0.25 0.44

Observations 71,790 32,209 39,581
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Table B2: Occupational composition of the sample
(Census Occupation Classification)

(1) (2) (3) (4) (5) (6)
Pooled sample Male sample Female sample
Mean SD Mean SD Mean SD

Management 0.13 0.34 0.15 0.35 0.12 0.32
Business and financial operations 0.06 0.24 0.05 0.22 0.07 0.26
Computer and mathematical science 0.05 0.22 0.08 0.26 0.02 0.15
Architecture and engineering 0.03 0.18 0.06 0.23 0.01 0.09
Life. physical. and social science 0.02 0.12 0.02 0.12 0.02 0.12
Community and social service 0.02 0.16 0.02 0.13 0.03 0.18
Legal 0.02 0.14 0.02 0.14 0.02 0.13
Education. training. and library 0.10 0.29 0.05 0.21 0.15 0.36
Arts. design. entertainment. sports. and media 0.02 0.13 0.02 0.13 0.02 0.12
Healthcare practitioner and technical 0.06 0.24 0.03 0.17 0.09 0.29
Healthcare support 0.01 0.11 0.00 0.04 0.02 0.16
Protective service 0.02 0.15 0.03 0.18 0.01 0.10
Food preparation and serving related 0.01 0.12 0.01 0.11 0.02 0.13
Building and grounds cleaning and maintenance 0.03 0.16 0.03 0.17 0.02 0.14
Personal care and service 0.01 0.09 0.01 0.07 0.01 0.10
Sales and related 0.07 0.25 0.08 0.27 0.06 0.23
Office and administrative support 0.15 0.36 0.05 0.22 0.26 0.44
Farming. fishing. and forestry 0.00 0.06 0.01 0.07 0.00 0.04
Construction and extraction 0.04 0.19 0.07 0.26 0.00 0.03
Installation. maintenance. and repair 0.04 0.20 0.07 0.26 0.00 0.05
Production 0.07 0.26 0.10 0.29 0.04 0.20
Transportation and material moving 0.04 0.19 0.06 0.25 0.01 0.09

Observations 12,398 6,452 5,946
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Table B3: Time composition of the sample

(1) (2) (3) (4) (5) (6)
Pooled sample Male sample Female sample
Mean SD Mean SD Mean SD

Day of the week
Monday 0.20 0.40 0.20 0.40 0.19 0.39
Tuesday 0.20 0.40 0.21 0.40 0.20 0.40

Wednesday 0.21 0.41 0.21 0.40 0.21 0.41
Thursday 0.20 0.40 0.21 0.40 0.20 0.40

Friday 0.19 0.39 0.18 0.39 0.19 0.40

Month
January 0.10 0.30 0.09 0.29 0.10 0.31

February 0.08 0.27 0.08 0.27 0.08 0.27
March 0.09 0.29 0.09 0.28 0.09 0.29
April 0.09 0.29 0.09 0.29 0.09 0.29
May 0.09 0.29 0.09 0.28 0.09 0.29
June 0.08 0.27 0.08 0.27 0.08 0.26
July 0.07 0.26 0.07 0.26 0.07 0.26

August 0.08 0.27 0.09 0.28 0.08 0.27
September 0.08 0.27 0.08 0.27 0.08 0.27

October 0.09 0.28 0.09 0.28 0.09 0.28
November 0.08 0.27 0.08 0.27 0.07 0.26
December 0.08 0.27 0.08 0.27 0.08 0.27

Year
Year 2003 0.07 0.26 0.07 0.26 0.07 0.26
Year 2004 0.07 0.26 0.07 0.25 0.07 0.26
Year 2005 0.06 0.24 0.06 0.24 0.07 0.25
Year 2006 0.07 0.26 0.07 0.25 0.07 0.26
Year 2007 0.07 0.25 0.07 0.25 0.06 0.25
Year 2008 0.06 0.24 0.07 0.25 0.06 0.24
Year 2009 0.07 0.25 0.07 0.25 0.07 0.25
Year 2010 0.06 0.24 0.06 0.24 0.06 0.25
Year 2011 0.06 0.24 0.06 0.24 0.06 0.24
Year 2012 0.06 0.24 0.06 0.24 0.06 0.24
Year 2013 0.06 0.23 0.06 0.23 0.06 0.23
Year 2014 0.05 0.23 0.05 0.22 0.06 0.23
Year 2015 0.05 0.21 0.05 0.21 0.05 0.21
Year 2016 0.05 0.22 0.06 0.23 0.05 0.21
Year 2017 0.04 0.20 0.04 0.21 0.04 0.20
Year 2018 0.05 0.21 0.05 0.21 0.05 0.22
Year 2019 0.05 0.21 0.05 0.22 0.04 0.20

Minutes of sunlight 729.17 112.10 729.86 112.76 728.43 111.39

Observations 12,398 6,452 5,946
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Table B4: Work and sleep hours by work ventiles

(1) (2) (3) (4) (5) (6) (7) (8)
Work hours Males work Males sleep Females work Females sleep

Ventile Mean SD Mean SD Mean SD Mean SD

2 33.91 2.54 38.99 7.20 28.12 3.57 38.88 7.32
3 38.36 0.62 37.96 6.22 35.40 0.98 39.38 6.46
4 40.00 0.30 38.83 6.23 37.75 0.45 38.58 6.07
5 41.21 0.34 38.45 6.15 39.09 0.35 37.91 6.06
6 42.32 0.23 38.94 5.92 40.14 0.22 38.42 6.13
7 43.35 0.35 38.43 5.97 41.02 0.23 38.54 5.53
8 44.33 0.23 38.72 6.16 41.82 0.23 38.35 6.01
9 45.29 0.35 37.54 5.93 42.46 0.09 38.62 6.26

10 46.39 0.22 37.52 6.30 43.10 0.25 38.76 6.02
11 47.34 0.24 38.23 6.15 44.08 0.34 38.43 5.59
12 48.57 0.44 37.80 5.55 45.11 0.21 37.97 5.76
13 49.84 0.24 36.83 5.88 46.02 0.23 38.22 6.04
14 51.06 0.44 36.67 6.11 47.07 0.38 38.63 6.46
15 52.64 0.48 36.51 5.99 48.52 0.47 37.68 6.14
16 54.49 0.58 36.73 5.82 50.08 0.43 37.06 6.49
17 56.83 0.70 36.12 6.00 52.19 0.72 36.83 6.09
18 59.62 0.98 35.47 5.93 54.84 0.87 36.61 6.60
19 64.03 1.63 34.79 5.76 59.24 1.84 35.89 6.13

Observations 6,452 6,452 5,946 5,946
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Table B5: Robustness: WLS estimates using survey weights

(1) (2) (3)
Pooled sample Male sample Female sample

ln(earn) ln(earn) ln(earn)

Sleep -0.00031 -0.00072 0.00020
(0.00063) (0.00089) (0.00089)

Observations 12,398 6,452 5,946
R2 0.73 0.72 0.71

Notes: we use the same specification as in the even columns of Table 2. Robust stan-
dard errors in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01
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Table B6: Robustness: clustering standard errors

(1) (2) (3)
Pooled sample Male sample Female sample

ln(earn) ln(earn) ln(earn)

Sleep -0.00040 -0.00029 -0.00051
(0.00056) (0.00087) (0.00079)

Observations 12,398 6,452 5,946
R2 0.71 0.70 0.68
N clusters 1,052 918 798

Notes: we use the same specification as in the even columns of Table 2. Standard er-
rors clustered by state-by-occupation in MIS 4 in parentheses. * p < 0.10, ** p < 0.05,
*** p < 0.01.
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Table B7: Robustness: different functional forms for work hours

(1) (2) (3) (4) (5) (6)
10th 20th (baseline) 30th 50th 100th Linear

Pooled sample

Sleep -0.00082 -0.00040 0.000050 -0.00026 -0.00013 -0.00076
(0.00054) (0.00058) (0.00063) (0.00078) (0.0013) (0.00052)

Observations 12,398 12,398 12,398 12,398 12,398 12,398
R2 0.67 0.71 0.75 0.82 0.88 0.62

Male sample

Sleep -0.00059 -0.00029 0.00023 -0.00066 0.00015 -0.00030
(0.00077) (0.00083) (0.00087) (0.0011) (0.0018) (0.00073)

Observations 6,452 6,452 6,452 6,452 6,452 6,452
R2 0.66 0.70 0.74 0.81 0.88 0.61

Female sample

Sleep -0.0011 -0.00051 -0.00014 0.00017 -0.00043 -0.0013∗

(0.00077) (0.00082) (0.00092) (0.0011) (0.0018) (0.00074)
Observations 5,946 5,946 5,946 5,946 5,946 5,946
R2 0.64 0.68 0.73 0.81 0.87 0.58

Notes: we use the same specification as in the even columns of Table 2, but a different
functional form for work hours. Robust standard errors in parentheses. * p < 0.10, **
p < 0.05, *** p < 0.01.
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Table B8: Robustness: alternative specifications for the control variables

(1) (2)
Lag not int Work int

Pooled sample

Sleep -0.00053 -0.00031
(0.00060) (0.00058)

Observations 12,398 12,398
R2 0.69 0.71

Male sample

Sleep -0.000085 -0.000077
(0.00084) (0.00082)

Observations 6,452 6,452
R2 0.69 0.70

Female sample

Sleep -0.00098 -0.00055
(0.00085) (0.00083)

Observations 5,946 5,946
R2 0.66 0.68

Notes: we use the same specification as in the even columns of Table 2, but a dif-
ferent functional form for the controls. The first column excludes the interactions
between work-hour ventile dummies and lagged earnings, while the second adds
interactions between work-hour ventile dummies and a linear trend in work hours.
Robust standard errors in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01
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Table B9: Distribution of sleep by fifths of the sleep distribution

(1) (2) (3) (4)
Sleep fifth Male sample Female sample

Mean SD Mean SD

1 29.16 3.17 29.23 3.30
2 34.65 0.77 35.07 0.92
3 37.55 0.79 38.68 1.08
4 40.87 1.13 41.71 0.76
5 46.67 3.00 46.63 3.11

Observations 6,452 5,946
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Table B10: Non-linear effects

(1) (2) (3)
Pooled sample Male sample Female sample

ln(earn) ln(earn) ln(earn)

Sleep 0.0081∗ 0.015∗∗ 0.00093
(0.0046) (0.0065) (0.0065)

Sleep2 -0.00011∗ -0.00020∗∗ -0.000019
(0.000061) (0.000087) (0.000085)

Observations 12398 6452 5946
R2 0.71 0.70 0.68
Bliss point 36.81 37.5 23.25

Sleep - 1st fifth -0.0017 -0.0055 0.0019
(0.010) (0.014) (0.015)

Sleep - 2nd fifth 0.0094 0.00062 0.018
(0.011) (0.015) (0.015)

Sleep - 3rd fifth - - -

Sleep - 4th fifth -0.0046 -0.0062 -0.0043
(0.011) (0.014) (0.017)

Sleep - 5th fifth -0.014 -0.014 -0.013
(0.011) (0.016) (0.015)

Observations 12,398 6,452 5,946
R2 0.71 0.70 0.68

Notes: we use the same specification as in the even columns of Table 2, but adopt
non-linear functional forms for sleep duration. Robust standard errors in parenthe-
ses. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table B11: Heterogeneous effects on different quantiles of the earnings distribution

(1) (2) (3)
Pooled sample Male sample Female sample

ln(earn) ln(earn) ln(earn)
Sleep - 10th earnings quantile -0.0022∗ -0.0043∗∗ -0.00100

(0.0013) (0.0019) (0.0018)
Sleep - 25th earnings quantile -0.0015 -0.0010 -0.00086

(0.0010) (0.0015) (0.0014)
Sleep - 50th earnings quantile -0.00076 -0.0011 -0.0033∗∗∗

(0.00092) (0.0013) (0.0013)
Sleep - 75th earnings quantile 0.0021∗ 0.0027∗ 0.0011

(0.0011) (0.0016) (0.0015)
Sleep - 90th earnings quantile 0.0024 0.0023 0.00038

(0.0017) (0.0021) (0.0023)
Observations 12,398 6,452 5,946

Notes: we use the same specification as in the even columns of Table 2, but estimate
impacts on different quantiles of the earnings distribution, using unconditional quan-
tile regressions. Robust standard errors in parentheses. * p < 0.10, ** p < 0.05, ***
p < 0.01
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Table B12: Heterogeneous effects by fifths of the distribution of lagged earnings

(1) (2) (3)
Pooled sample Male sample Female sample

ln(earn) ln(earn) ln(earn)
Sleep -0.00022 -0.000097 -0.00042

(0.00061) (0.00087) (0.00084)
1st lagged earnings fifth × Sleep -0.0060∗∗∗ -0.0059∗∗∗ -0.0061∗∗∗

(0.00049) (0.00072) (0.00067)
2nd lagged earnings fifth × Sleep -0.0030∗∗∗ -0.0027∗∗∗ -0.0032∗∗∗

(0.00031) (0.00045) (0.00044)
3rd lagged earnings fifth × Sleep - - -

4th lagged earnings fifth × Sleep 0.0030∗∗∗ 0.0028∗∗∗ 0.0032∗∗∗

(0.00031) (0.00046) (0.00044)
5th lagged earnings fifth × Sleep 0.0077∗∗∗ 0.0074∗∗∗ 0.0080∗∗∗

(0.00052) (0.00077) (0.00071)
Observations 12,398 6,452 5,946
R2 0.72 0.71 0.70

Notes: we use the same specification as in the even columns of Table 2, and add
interaction terms between sleep and dummies for belonging to different fifths of the
distribution of lagged earnings. Robust standard errors in parentheses. * p < 0.10, **
p < 0.05, *** p < 0.01

39



Table B13: Heterogeneity by hours of work

(1) (2) (3)
Pooled sample Male sample Female sample

ln(earn) ln(earn) ln(earn)

Sleep 0.0023 -0.00074 0.0058
(0.0036) (0.0056) (0.0050)

Work 0.015∗∗∗ 0.017∗∗ 0.014∗

(0.0052) (0.0074) (0.0075)
Sleep × Work -0.000057 0.000011 -0.00014

(0.000078) (0.00012) (0.00011)
Observations 12,398 6,452 5,946
R2 0.71 0.70 0.68

Notes: we use the same specification as in the even columns of Table 2, but linearly
introduce sleep and work durations - instead of the ventiles - as well as an interac-
tion term between the two. Robust standard errors in parentheses. * p < 0.10, **
p < 0.05, *** p < 0.01
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Table B14: Heterogeneity by work hour ventile

(1) (2)
Male sample Female sample

ln(earn) ln(earn)
2nd work ventile × Sleep -0.0016 0.00084

(0.0041) (0.0032)
3rd work ventile× Sleep -0.0043 0.00036

(0.0031) (0.0034)
4th work ventile × Sleep 0.00056 -0.0017

(0.0033) (0.0032)
5th work ventile × Sleep 0.00038 -0.00042

(0.0030) (0.0032)
6th work ventile × Sleep 0.0018 -0.00039

(0.0036) (0.0035)
7th work ventile × Sleep -0.0077∗∗∗ 0.0020

(0.0028) (0.0034)
8th work ventile × Sleep 0.0069 0.0070∗∗

(0.0042) (0.0033)
9th work ventile × Sleep 0.0059 0.0011

(0.0037) (0.0041)
10th work ventile × Sleep -0.0022 -0.0035

(0.0034) (0.0036)
11th work ventile × Sleep 0.0017 -0.0064∗

(0.0030) (0.0037)
12th work ventile × Sleep -0.0044 -0.0022

(0.0038) (0.0038)
13th work ventile × Sleep 0.0053 0.00073

(0.0033) (0.0028)
14th work ventile × Sleep -0.0038 -0.000037

(0.0031) (0.0031)
15th work ventile × Sleep 0.0015 0.00036

(0.0030) (0.0032)
16th work ventile × Sleep 0.0031 0.0013

(0.0040) (0.0038)
17th work ventile × Sleep 0.0013 -0.000027

(0.0031) (0.0039)
18th work ventile × Sleep -0.0056 -0.0045

(0.0037) (0.0037)
19th work ventile × Sleep -0.000083 -0.0023

(0.0037) (0.0033)
Observations 6,452 5,946
R2 0.70 0.68

Notes: we use the same specification as in the even columns of Table 2, bud add
interaction terms between sleep and work hours ventiles. Robust standard errors in
parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01
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Table B15: Heterogeneity by age group

Pooled sample Male sample Female sample
ln(earn) ln(earn) ln(earn)

Age 25-38 × Sleep 0.000073 0.00014 0.00000071
(0.00065) (0.00092) (0.00094)

Age 39-51 × Sleep -0.00041 -0.00025 -0.00058
(0.00061) (0.00086) (0.00086)

Age 51-64 × Sleep -0.00089 -0.00084 -0.00095
(0.00066) (0.00094) (0.00093)

Observations 12,398 6,452 5,946
R2 0.71 0.70 0.68

Notes: we use the same specification as in the even columns of Table 2, and add
interaction terms between sleep and dummies for different age groups. Robust stan-
dard errors in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01

Table B16: Heterogeneity by presence of children

Pooled sample Male sample Female sample
ln(earn) ln(earn) ln(earn)

Without children × Sleep -0.00074 -0.00069 -0.00082
(0.00060) (0.00087) (0.00084)

With children × Sleep -0.00014 0.000049 -0.00034
(0.00060) (0.00085) (0.00085)

Observations 12,398 6,452 5,946
R2 0.71 0.69 0.68

Notes: we use the same specification as in the even columns of Table 2, and add inter-
action terms between sleep and dummies for having young children in the household
or not. Robust standard errors in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01
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Table B17: Heterogeneity by occupation group

Pooled sample Male sample Female sample
ln(earn) ln(earn) ln(earn)

Management × Sleep 0.00073 0.0019 -0.00016
(0.00078) (0.0012) (0.0010)

Service & Sales × Sleep -0.0012 -0.0025∗ -0.00069
(0.00080) (0.0014) (0.0010)

Constr & Transp × Sleep -0.0016 -0.0016 -0.0020
(0.0010) (0.0012) (0.0019)

Observations 12,398 6,452 5,946
R2 0.71 0.70 0.68

Notes: we use the same specification as in the even columns of Table 2, and add in-
teraction terms between sleep and dummies for belonging to different occupations.
We group occupation reported in CPS MIS 4 in three groups, broadly representing
highly technical occupations, service-related and first sector occupations. The first
category is exactly the first group in the SOC High-level aggregation, mainly refer-
ring to Management, Business, and Science Occupations, including highly technical
ones such as Engineering and Legal occupations. The second category pairs together
the second and third groups: “Service Occupations” and “Sales and Office Occupa-
tions”. Finally, the third group combines SOC fourth and fifth high-level aggregation
groups: “Natural Resources, Construction, and Maintenance Occupations” and “Pro-
duction, Transportation, and Material Moving Occupations”. Robust standard errors
in parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01
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Table B18: Robustness: alternative age cutoffs

(1) (2) (3) (4) (5) (6)
Pooled sample Male sample Female sample

ln(earn) ln(earn) ln(earn) ln(earn) ln(earn) ln(earn)

Maximum age 62

Sleep -0.00088 -0.00053 -0.0010 -0.00050 -0.00072 -0.00057
(0.00055) (0.00060) (0.00076) (0.00085) (0.00079) (0.00084)

Observations 11908 11908 6227 6227 5681 5681
Controls No Yes No Yes No Yes
R2 0.54 0.71 0.54 0.70 0.49 0.69

Maximum age 60

Sleep -0.00097∗ -0.00054 -0.0011 -0.00048 -0.00084 -0.00061
(0.00056) (0.00062) (0.00078) (0.00088) (0.00079) (0.00085)

Observations 11,445 11,445 6,012 6,012 5,433 5,433
Controls No Yes No Yes No Yes
R2 0.55 0.72 0.53 0.70 0.51 0.70

Notes: we use the same specification as in Table 2, but drop from the sample indi-
viduals older than 62 (top panel) or 60 (bottom panel). Robust standard errors in
parentheses. * p < 0.10, ** p < 0.05, *** p < 0.01
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Figure B1: Work distribution by gender
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Notes: Vertical dashed lines indicate the 5th and the 95th percentile of the work hours
distribution for the selected sample (see Appendix A). Percentiles are specified in
parentheses. The darker (lighter) color refers to the males’ (females’) distribution.
Vertical dotted lines represent the medians of the two distributions, corresponding to
46,67 (43,54) hours per working-week for males (females).
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Figure B2: Sleep distribution by gender
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Notes: Vertical dashed lines indicate the 1st and the 99th percentile of the sleep hours
distribution for the selected sample (see Appendix A) falling within the 5th − 95th

percentile range of the gender-specific work hour distribution shown in Figure B1.
Percentiles are specified in parentheses. The darker (lighter) color refers to the males’
(females’) distribution. Vertical dotted lines represent the medians of the two distri-
butions, corresponding to 37,5 (37,92) hours per working-week for males (females).
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Figure B3: Earnings distribution by gender
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Figure B4: ln(earnings) distribution by gender
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Figure B5: Fifths of the sleep distribution
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Figure B6: Simulation results to assess measurement error
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Simulation of the relative sleep effect

Notes: The solid line represents the average estimated effect of one night sleep on
the generated measure of productivity from 1000 draws. The dotted line represent
the "true" effect of individual average sleep, known by construction. Parameters
used to define the sleep distribution between and within individuals are taken from
Jonasdottir et al. [2021], suggesting an average sleep duration of 7 hours per night,
with a SD of around 1 hour, and an intra-individual variability in sleep during the
work-week of about 1.1 hours.
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Figure B7: Simulation results to assess measurement error
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Simulation of the relative sleep effect

Notes: The solid line represents the average estimated effect of one night sleep on
the generated measure of productivity from 1000 draws. The dotted line represent
the "true" effect of individual average sleep, known by construction. Parameters
used to define the sleep distribution between and within individuals are taken from
[Willoughby et al., 2023], suggesting an average sleep duration of 412 minutes per
night, with a SD of around 45, and an intra-individual variability in sleep during the
work-week of about 53 minutes.
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